# On One-Sided Testing Affine Subspaces 

Nader H. Bshouty<br>Dept. of Computer Science<br>Technion, Haifa, Israel.

October 4, 2022


#### Abstract

We study the query complexity of one-sided $\epsilon$-testing the class of Boolean functions $f$ : $\mathcal{F}^{n} \rightarrow\{0,1\}$ that describe affine subspaces and Boolean functions that describe axis-parallel affine subspaces, where $\mathcal{F}$ is any finite field. We give a polynomial-time $\epsilon$-testers that ask $\tilde{O}(1 / \epsilon)$ queries. This improves the query complexity $\tilde{O}(|\mathcal{F}| / \epsilon)$ in [16].

We then show that any one-sided $\epsilon$-tester with proximity parameter $\epsilon<1 /|\mathcal{F}|^{d}$ for the class of Boolean functions that describe $(n-d)$-dimensional affine subspaces and Boolean functions that describe axis-parallel $(n-d)$-dimensional affine subspaces must make at least $\Omega\left(1 / \epsilon+|\mathcal{F}|^{d-1} \log n\right)$ and $\Omega\left(1 / \epsilon+|\mathcal{F}|^{d-1} n\right)$ queries, respectively. This improves the lower bound $\Omega(\log n / \log \log n)$ that is proved in [16] for $\mathcal{F}=\mathrm{GF}(2)$. We also give testers for those classes with query complexity that almost match the lower bounds ${ }^{1}$


## 1 Introduction

Property testing of Boolean function was first considered in the seminal works of Blum, Luby, and Rubinfeld [3] and Rubinfeld and Sudan [22] and has recently become a very active research area. See, for example, the works referenced in the surveys and books [12, 14, 20, 21].

Let $\mathcal{F}$ be a finite field. A Boolean function $f: \mathcal{F}^{n} \rightarrow\{0,1\}$ describes a $(n-d)$-dimensional affine subspace if $f^{-1}(1) \subseteq \mathcal{F}^{n}$ is a $(n-d)$-dimensional affine subspace. We denote the class of all such functions by $d$-AS. The class $\mathbf{A S}=\cup_{k} k$ - $\mathbf{A S}$ and $(\leq d)$ - $\mathbf{A S}=\cup_{k \leq d} k$-AS. A Boolean function $f: \mathcal{F}^{n} \rightarrow\{0,1\}$ describes an axis-parallel $(n-d)$-dimensional affine subspace if $f^{-1}(1) \subseteq \mathcal{F}^{n}$ is an axis parallel $(n-d)$-dimensional affine subspace, i.e., there are $d$ entries $1 \leq i_{1}<i_{2}<\cdots<i_{d} \leq n$ and constants $\lambda_{i} \in \mathcal{F}, i \in[d]$, such that $f^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid a_{i_{1}}=\lambda_{1}, \ldots, a_{i_{d}}=\lambda_{d}\right\}$. We denote the class of all such functions by $d$-APAS. In the same way, we define the class APAS and $(\leq d)$ APAS. If in the above definitions, instead of "affine subspace" we have "linear subspace", then we get the classes $d$-LS, LSS, $(\leq d)$-LS, $d$-APLS, APLS and $(\leq d)$-APLS. Those classes are studied in [13, 16, 19].

A related classes of Boolean functions $f:\{0,1\}^{n} \rightarrow\{0,1\}$ that are studied in the literature, [4, 6, 7, 8, 10, 13, 16, 19, are $d$-Monomial (conjunction of $d$ negated Boolean variables) ${ }^{2}$. Monomial (conjunction of negated Boolean variables), $(\leq d)$-Monomial (conjunction of at most $d$ negated

[^0]Boolean variables), $d$-Term (conjunction of $d$ literals ${ }^{3}$ ), Term (conjunction of literals), ( $\leq d$ )Term (conjunction of at most $d$ literals). Those are equivalent to the two family of classes APLS (for Monomial) and APAS (for Term) over the binary field GF(2).

In property testing a class $C$ of Boolean functions, a tester for $C$ is a randomized algorithm $T$ that has access to a Boolean function $f$ via a black-box oracle that returns $f(x)$ when a point $x$ is queried. Given a proximity parameter, $\epsilon$, if $f \in C$, the tester $T$ accepts with probability at least $2 / 3$, and if $f$ is $\epsilon$-far from $C$ (i.e., for every $g \in C, \operatorname{Pr}_{x}[f(x) \neq g(x)]>\epsilon$ ) then it rejects with probability at least $2 / 3$. We say that $T$ is a one-sided tester if it always accepts when $f \in C$; otherwise, it is called a two-sided tester.

Testers for the above classes were studied in [4, 6, 8, 10, 13, 16, 19]. In [19, Parnas et al. gave two-sided testers for the above classes that make $O(1 / \epsilon)$ queries. See also [4, 13]. The one-sided testers were studied by Goldreich and Ron in [16]. They gave a polynomial-time one-sided testers for the classes AS, APAS, LSS $(\leq d)$-LS, APLS and $(\leq d)$-APLS that make $\tilde{O}(|\mathcal{F}| / \epsilon)$ queries ${ }^{4}$. In this paper, we give a polynomial-tim $\int^{5}$ testers for these classes that make $\tilde{O}(1 / \epsilon)$ queries.

For the classes $d$-AS and $d$-APAS, Goldreich and Ron gave the lower bound $\Omega(1 / \epsilon+\log n /$ $\log \log n)$ for the query complexity of any tester when $\mathcal{F}=\mathrm{GF}(2)$ and $\epsilon \leq 2^{-d}$. In this paper, we give the lower bounds $\Omega\left(1 / \epsilon+|\mathcal{F}|^{d-1} n\right)$ and $\Omega\left(1 / \epsilon+|\mathcal{F}|^{d-1} \log n\right)$, respectively, for the proximity parameter $\epsilon<1 /|\mathcal{F}|^{d}$. We also give testers for those classes with query complexity that almost match the lower bounds.

See other results in Table 1 and 2 and the tester with self-corrector in the Appendix.

## 2 Overview of the Testers and the Lower Bounds

### 2.1 The Algorithm for Functions that describe Affine and Linear Subspace

In this section, we give the one-sided testers for AS, $\mathbf{L S}$ and $(\leq d)$-LS.
Our tester that tests whether a function describes an affine subspace, AS, is built on the reduction of Goldreich and Ron's [16] and two main stages. First, we briefly outline the stages and then give more details.

In the first stage, we use the reduction of Goldreich and Ron's [16] that reduces one-sided testing AS to one-sided testing LS. In the second stage, we give a tester for the class $d$ - WSLS ${ }^{6}$, a subclass of $\mathbf{L S}$ that contains functions $f$ that satisfy $f^{-1}(1)=\left\{(a, b) \mid a \in \mathcal{F}^{n-d}, b=\phi(a)\right\}$ for some linear function $\phi: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$. In other words, the class of function $f$ where the generator matrix ${ }^{7}$ of $f^{-1}(1)$ is of rank $n-d$ and has full rank in the first $n-d$ columns. The tester for $d$-WSLS is built of three sub-testers that test the following three properties of $f$.
$P_{1}(d)$ : For every $a \in \mathcal{F}^{n-d}$, there is at most one $b \in \mathcal{F}^{d}$ such that $f(a, b)=1$.
$P_{2}(d)$ : For every $a \in \mathcal{F}^{n-d}$, there is at least one $b \in \mathcal{F}^{d}$ such that $f(a, b)=1$.
$P_{3}(d)$ : There is a linear function $\phi: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$ such that if $f(a, b)=1$ then $b=\phi(a)$.

[^1]| Class/Theo. | Lower Bound | Upper Bound | $\epsilon$ |
| :---: | :---: | :---: | :---: |
| $\begin{array}{\|l\|} \hline \hline \mathbf{A S} \\ 127 \\ \hline \end{array}$ | $\Omega(1 / \epsilon)$ | $\bar{O}(1 / \epsilon)$ | $<\frac{1}{2}$ |
|  | 0 | 0 | $>\frac{1}{2}$ |
| $(\leq d)$ - $\mathbf{A S}$ | $\Omega\left(1 / \epsilon+\|\mathcal{F}\|^{d-1} n\right)$ | $\tilde{O}(1 / \epsilon)+\tilde{O}\left(\|\mathcal{F}\|^{d}\right) n^{\dagger}$ | $<\frac{1}{\|\mathcal{F}\|^{d}}$ |
|  | $\Omega(1 / \epsilon)$ | $\bar{O}(1 / \epsilon)+O\left(1 /\left(\epsilon-1 /\|\mathcal{F}\|^{d}\right)\right)$ | $>\frac{1}{\|\mathcal{F}\|^{\text {d }}}$ |
| 6 13 24 27 | 0 | 0 | $>\frac{1}{2}$ |
| d-AS | $\Omega\left(1 / \epsilon+\|\mathcal{F}\|^{d-1} n\right)$ | $\tilde{O}(1 / \epsilon)+\tilde{O}\left(\|\mathcal{F}\|^{d}\right) n^{\dagger}$ | $<\frac{1}{\mid \mathcal{F}]^{\text {d }}}$ |
|  | $\Omega(1 / \epsilon+n)$ | $\bar{O}(1 / \epsilon)+\tilde{O}\left(\|\mathcal{F}\|^{d}\right) n^{\dagger}$ | $<1-\frac{1}{\|\mathcal{F}\|^{d}}$ |
|  | $\Omega(1)$ | $O\left(1 /\left(\epsilon-1+\|\mathcal{F}\|^{-d}\right)\right)$ | $>1-\frac{1}{\|\mathcal{F}\|^{d}}$ |
| 67713\|22|27 | 0 | 0 | $>1-\frac{1}{\|\mathcal{F}\|^{d}}+\ddagger$ |
| $\begin{aligned} & \text { APAS } \\ & 327 \\ & \hline \end{aligned}$ | $\Omega(1 / \epsilon)$ | $\tilde{O}(1 / \epsilon)$ | $>\frac{1}{2}$ |
|  | 0 | 0 | $>\frac{1}{2}$ |
| ( $\leq d$ )-APAS | $\Omega\left(1 / \epsilon+\|\mathcal{F}\|^{d-1} \log n\right)$ | $\tilde{O}(1 / \epsilon)+\|\mathcal{F}\|^{d+o(d)} \log n$ | $<\frac{1}{\|\mathcal{F}\|{ }^{\text {d }}}$ |
|  | $\Omega(1 / \epsilon)$ | $\underline{O}(1 / \epsilon)+O\left(1 /\left(\epsilon-1 /\|\mathcal{F}\|^{d}\right)\right)$ | $>\frac{1}{\mid \mathcal{F}{ }^{\text {d }}}$ |
| 8 18 24 27 | 0 | 0 | $>\frac{1}{2}$ |
| d-APAS | $\Omega\left(1 / \epsilon+\|\mathcal{F}\|^{d-1} \log n\right)$ | $O(1 / \epsilon)+\|\mathcal{F}\|^{d+o(d)} \log n$ | $<\frac{1}{\mid \mathcal{F}]^{\text {d }}}$ |
|  | $\Omega\left(\frac{1}{\epsilon}+\min \left(\frac{\log (1 / \epsilon)}{\log \|\mathcal{F}\|}, d\right) \cdot \log \frac{n}{d}\right)$ | $O(1 / \epsilon)+\|\mathcal{F}\|^{d+o(d)} \log n$ | $<1-\frac{1}{\|\mathcal{F}\|^{d}}$ |
|  | $\Omega(1)$ | $O\left(1 /\left(\epsilon-1+\|\mathcal{F}\|^{-d}\right)\right)$ | $>1-\frac{1}{\|T\|^{\text {d }}}$ |
| 8 10 18 22 27 | 0 | 0 | $>1-\frac{1}{\|\mathcal{F}\|^{\text {d }}}+$ |
| $\begin{array}{\|l\|} \hline \text { LS } \\ 1 \mid 27 \\ \hline \end{array}$ | $\Omega(1 / \epsilon)$ | $\tilde{O}(1 / \epsilon)$ | $<\frac{1}{2}$ |
|  | 0 | 0 | $>\frac{1}{2}$ |
| $\begin{aligned} & \hline(\leq d)-\mathbf{L S} \\ & 2 \mid 27 \\ & \hline \end{aligned}$ | $\Omega(1 / \epsilon)$ | $\bar{O}(1 / \epsilon)$ | $<\frac{1}{2}$ |
|  | 0 | 0 | $>\frac{1}{2}$ |
| $d$-LS | $\Omega(1 / \epsilon+n)$ | $\tilde{O}(1 / \epsilon)+O\left(\|\mathcal{F}\|^{d} n\right)$ | $<1-\frac{1}{\|\mathcal{F}\|^{d}}$ |
|  | $\Omega(1)$ | $O\left(1 /\left(\epsilon-1+\|\mathcal{F}\|^{-d}\right)\right)$ | $>1-\frac{1}{\|\mathcal{F}\|^{d}}$ |
| 7. $712 \times 20 \mid 27$ | 0 | 0 | $>1-\frac{1}{\|\mathcal{F}\|^{\text {d }}+}$ |
| $\begin{aligned} & \text { APLS } \\ & 327 \\ & \hline 327 \end{aligned}$ | $\Omega(1 / \epsilon)$ | $\tilde{O}(1 / \epsilon)$ | $>\frac{1}{2}$ |
|  | 0 | 0 | $>\frac{1}{2}$ |
| $\begin{aligned} & \begin{array}{l} (\leq d)-\text { APLS } \\ (\sqrt{4} 27 \end{array} \\ & \hline \end{aligned}$ | $\Omega(1 / \epsilon)$ | $\bar{O}(1 / \epsilon)$ | $>\frac{1}{2}$ |
|  | 0 | 0 | $>\frac{1}{2}$ |
| d-APLS | $\Omega\left(\frac{1}{\epsilon}+\min \left(\frac{\log (1 / \epsilon)}{\log \|\mathcal{F}\|}, d\right) \cdot \log \frac{n}{d}\right)$ | $O\left(\frac{1}{\epsilon}+\min \left(\frac{\log (1 / \epsilon)}{\log \|\mathcal{F}\|}, d\right) \cdot \log \frac{n}{d}\right)$ | $<\frac{1}{\|\mathcal{F}\|}-\frac{1}{\|\mathcal{F}\|^{d}}$ |
|  | $\Omega$ 位 | $O\left(1 /\left(\epsilon-\|\mathcal{F}\|^{-1}+\|\mathcal{F}\|^{-d}\right)+\log n\right)$ | $>\frac{1}{\|\mathcal{F}\|}-\frac{1}{\|\mathcal{F}\|^{\text {d }}}$ |
|  | $\Omega(1)$ | $O\left(1 /\left(\epsilon-1+\|\mathcal{F}\|^{-d}\right)\right)$ | $>1-\frac{1}{\mid \mathcal{F}]^{d}}$ |
| \|10|14|16|20|27 | 0 | 0 | $>1-\frac{1}{\|\mathcal{F}\|^{\text {d }}+}$ |

Figure 1: A table of the lower bounds and upper bounds achieved in this paper. Any upper bound (resp. lower bound) for the proximity parameter $\epsilon$ is also an upper bound for $\epsilon^{\prime} \geq \epsilon$ (resp. $\epsilon^{\prime} \leq \epsilon$ ). $\dagger$ Those testers are exponential time testers. ${ }^{\ddagger}|\mathcal{F}|^{-d}+$ means $|\mathcal{F}|^{-d}+o\left(|\mathcal{F}|^{-d}\right)$. See Th. 26 and Lem. 19

| Class/Corollary | Lower Bound | Upper Bound | $\epsilon$ |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \hline \text { Term } \\ & \hline 5 \mid 28 \\ & \hline \end{aligned}$ | $\Omega(1 / \epsilon)$ | $\bar{O}(1 / \epsilon)$ | $<\frac{1}{2}$ |
|  | 0 | 0 | $>\frac{1}{2}$ |
| ( $\leq d$ )-Term | $\Omega\left(1 / \epsilon+2^{d} \log n\right)$ | $\tilde{O}(1 / \epsilon)+2^{d+o(d)} \log n$ | $<\frac{1}{2 d}$ |
|  | $\Omega(1 / \epsilon)$ | $\bar{O}(1 / \epsilon)+O\left(1 /\left(\epsilon-1 / 2^{d}\right)\right)$ | $>\frac{1}{2^{d}}$ |
| 9 19 25 28 | 0 | 0 | $>\frac{1}{2}$ |
| $d$-Term | $\Omega\left(1 / \epsilon+2^{d} \log n\right)$ | $O(1 / \epsilon)+2^{d+o(d)} \log n$ | $<\frac{1}{2^{d}}$ |
|  | $\Omega\left(\frac{1}{\epsilon}+\min (\log (1 / \epsilon), d) \cdot \log \frac{n}{d}\right)$ | $O(1 / \epsilon)+2^{d+o(d)} \log n$ | $<1-\frac{1}{2^{d}}$ |
|  | $\Omega(1)$ | $O\left(1 /\left(\epsilon-1+2^{-d}\right)\right)$ | $>1-\frac{1}{2^{d}}$ |
|  | 0 | 0 | $>1-\frac{1}{2^{d}}+{ }^{\ddagger}$ |
| $\begin{aligned} & \text { Monomial } \\ & 528 \end{aligned}$ | $\Omega(1 / \epsilon)$ | $\tilde{O}(1 / \epsilon)$ | < $\frac{1}{2}$ |
|  | 0 | 0 | $>\frac{1}{2}$ |
| ( $\leq$ d)-Monom. | $\Omega(1 / \epsilon)$ | $\tilde{O}(1 / \epsilon)$ | $<\frac{1}{2}$ |
|  | $\Omega(1 / \epsilon)$ | $O(1 / \epsilon)+\widetilde{O}\left(2^{2 d}\right)$ | $<\frac{1}{2}$ |
| $528 \mid 29$ | 0 | 0 | $>\frac{1}{2}$ |
| $d$-Monomial | $\Omega\left(\frac{1}{\epsilon}+\min (\log (1 / \epsilon), d) \cdot \log \frac{n}{d}\right)$ | $O\left(\frac{1}{\epsilon}+\min (\log (1 / \epsilon), d) \cdot \log \frac{n}{d}\right)$ | $<\frac{1}{2}-\frac{1}{2^{d}}$ |
|  | $\Omega(1)$ | $O\left(1 /\left(\epsilon-1 / 2+2^{-d}\right)+\log n\right)$ | $>\frac{1}{2}-\frac{1}{2^{d}}$ |
|  | $\Omega(1)$ | $O\left(1 /\left(\epsilon-1+2^{-d}\right)\right)$ | $>1-\frac{1}{2^{d}}$ |
| 11 15 17 21 28 | 0 | 0 | $>1-\frac{1}{2^{d}}+$ |

Figure 2: A table of the lower bounds and upper bounds achieved in this paper for Term and Monomial.
$\ddagger 2^{-d}+$ means $2^{-d}+o\left(2^{-d}\right)$. See Theorem 26 and Lemma 19

Obviously, $f \in d$-WSLS if and only if it satisfies the above three properties. We also show that if a function $f$ is $\epsilon$-far from $d$-WSLS, then it is $\Omega(\epsilon)$-far from one of the above three properties.

In the third stage, we test LS. This stage is an iterative one that is rooted in the observation that if $f \in d^{*}-\mathbf{L S}$, then for every $d \leq d^{*}$, we can find a non-singular matrix $M$ such that if $d<d^{*}$, then $f_{d}(x)=f(x M)$ satisfies properties $P_{1}(d)$ and $P_{2}(d)$ but not $P_{3}(d)$ and if $d=d^{*}$ then $f_{d} \in d$ WSLS. The tester runs the tester of $d$-WSLS on $f_{d}$. In this case, either $f_{d}$ satisfies $P_{3}(d)$, in which case it is in $d$-WSLS, and then the tester accepts ${ }^{8}$, or, it is far from property $P_{3}(d)$, in which case the tester receives $a \in \mathcal{F}^{n-d}$ such that no $b \in \mathcal{F}^{d}$ satisfies $f(a, b)=1$. Then we show how to use $M$ and $a$ to construct a matrix $M^{\prime}$ such that $f_{d+1}=f\left(x M^{\prime}\right)$ satisfies properties $P_{1}(d+1)$ and $P_{2}(d+1)$ but not $P_{3}(d+1)$ if $d+1<d^{*}$ and $f_{d+1} \in d^{*}$-WSLS if $d+1=d^{*}$. The tester then moves to the next iteration. The tester accepts if the tester of $d$-WSLS accepts or $d=D:=(2+\log (1 / \epsilon) / \log |\mathcal{F}|)$. In the latter case, $f_{d}$ (and therefore $f$ ) is $\epsilon$-close to the zero function ${ }^{9}$, and therefore it is $\epsilon$-close to LS.

If $f$ is $\epsilon$-far from LS, then it is $\epsilon$-far from every $d$-WSLS. So, with high probability, in one of the iterations, $f_{d}$ is either $\Omega(\epsilon)$-far from ${ }^{10} P_{1}(d)$ or $P_{3}(d)$ and the tester rejects.

[^2]We now give a detailed outline of the stages. For completeness, we first present Goldreich and Ron's reduction. They show that testing whether a function $f(x)$ describes an affine subspace (resp. axis-parallel affine subspace) can be randomly reduced to testing whether $h(x)=f(x+a)$ describes a linear subspace (resp. axis-parallel linear subspace) where $a \in f^{-1}(1)$. This follows from the fact that if $f^{-1}(1)=u+L$ for some linear subspace $L \subseteq \mathcal{F}^{n}$, then for any $a \in f^{-1}(1)$, $f^{-1}(1)=a+L$ and, therefore, $h^{-1}(1)=L$.

Thus, in the reduction, the tester accepts if $f$ is evaluated to 0 on uniformly at random $O(1 / \epsilon)$ points ${ }^{11}$. Otherwise, let $a$ be a point such that $f(a)=1$. Then they run the tester for functions that describe linear subspaces to test $f(x+a)$. See more details in [16] Section 4.

The above reduction reduces the problem of testing AS to testing LS. Now, for testing LS we have two main stages. The first is composed of the following three substages that test whether the function describes a well-structured $(n-d)$-dimensional subspace. A function describes a wellstructured $(n-d)$-dimensional subspace if $f^{-1}(1)=\left\{(a, \phi(a)) \mid a \in \mathcal{F}^{n-d}\right\}$, where $\phi: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$ is a linear function. Then, in the second stage, we show how to test whether a function describes a linear subspace using the first three substages.

In the first substage, we give a tester that tests whether $f$ is a function that describes a wellstructured $(n-d)$-dimensional injective relation (property $P_{1}(d)$ ). That is, it satisfies: For every $a \in \mathcal{F}^{n-d}$, there is at most one $b \in \mathcal{F}^{d}$ such that $f(a, b)=1$. The class of such functions is denoted by $d$ - $\mathbf{R}$. We show that if $f$ is $\epsilon$-far from $d$ - $\mathbf{R}$, then there are $\alpha, \beta<1$ such that $\alpha \beta=O(\epsilon / \log (1 / \epsilon))$ and $\mathbf{P r}_{a \in \mathcal{F}^{n-d}}\left[\mathbf{P r}_{b \in \mathcal{F}^{d}}[f(a, b)=1] \geq \beta\right] \geq \alpha$. Then with a proper double search, the tester, with high probability, can find $a, b^{(1)} \neq b^{(2)}$ such that $f\left(a, b^{(1)}\right) \neq f\left(a, b^{(2)}\right)$ and rejects. If $f \in d$-R, then no such $a, b^{(1)} \neq b^{(2)}$ can be found. Therefore, this is a one-sided tester. The query complexity of this stage is $\tilde{O}\left(\log ^{2}(1 / \epsilon) / \epsilon\right)=\tilde{O}(1 / \epsilon)$.

In the second substage, we give a tester that tests whether $f$ describes a well-structured $(n-d)$ dimensional bijection (properties $P_{1}(d)$ and $P_{2}(d)$ ). That is: For every $a \in \mathcal{F}^{n-d}$, there is exactly one $b \in \mathcal{F}^{d}$ such that $f(a, b)=1$. The class of such functions is denoted by $d-\mathbf{F}$. The tester for $d-\mathbf{F}$ first runs the above tester for $d$ - $\mathbf{R}$ with proximity parameter $\epsilon / 2$ and rejects if it rejects. So, we may assume that $f$ is $\epsilon / 2$-close to $d-\mathbf{R}$. Define the function $R_{f}: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d} \cup\{\perp\}$ where $R_{f}(a)$ is equal to the first $b \in \mathcal{F}^{d}$ (in some total order) that satisfies $f(a, b)=1$ and $\perp$ if no such $b$ exists. We show that if $f$ is $\epsilon / 2$-close to $d$ - $\mathbf{R}$ and $\epsilon$-far from $d$ - $\mathbf{F}$ then ${ }^{12} \operatorname{Pr}\left[R_{f}(a)=\perp\right] \geq \epsilon|\mathcal{F}|^{d} / 2$. See details in Section 3. Since computing $R_{f}(a)$ takes $|\mathcal{F}|^{d}$ queries, the query complexity of testing whether $\operatorname{Pr}\left[R_{f}(a)=\perp\right] \geq \epsilon|\mathcal{F}|^{d} / 2$ is $O(1 / \epsilon)$. This is also a one-sided tester because when $f \in d-\mathbf{F}$, $\operatorname{Pr}\left[R_{f}(a)=\perp\right]=0$. The query complexity of this stage is $\tilde{O}(1 / \epsilon)$.

In the third substage, we give a tester that tests whether a function $f$ describes a well-structured $(n-d)$-dimensional linear subspace (properties $P_{1}(d), P_{2}(d)$ and $P_{3}(d)$ ). The class of such functions is denoted by $d$-WSLS. First, the tester runs the tester for $d$ - $\mathbf{F}$ with proximity parameter $\epsilon / 2$ and rejects if it rejects. Now define a function $F_{f}: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$ where $F_{f}(a)=R_{f}(a)$ if $R_{F}(a) \neq \perp$ and $f(a, b)=0^{d}$ otherwise. We show that if $f$ is $\epsilon$-far from $d$-WSLS and $\epsilon / 2$-close to $d$ - $\mathbf{F}$, then $F_{f}$ is $\left(|\mathcal{F}|^{d} \epsilon / 2\right)$-far from linear functions. See details in Section3. The tester then uses the testers in [3, 22] to test if $F_{f}$ is $\left(|\mathcal{F}|^{d} \epsilon / 2\right)$-far from linear functions. Since computing $F_{f}(a)$ takes $|\mathcal{F}|^{d}$ queries and the testers in [3, [22] make $O\left(2 /\left(\epsilon|\mathcal{F}|^{d}\right)\right.$ queries, the query complexity of this test is $O(1 / \epsilon)$.

[^3]Since the testers in [3, 22] are one-sided, this tester is also one-sided. The query complexity of this tester is $\tilde{O}(1 / \epsilon)$.

Now, in the second stage, we give a tester that tests whether $f$ describes a linear subspace. Recall that the class of such functions is denoted by LS. The tester at the $(d+1)$-th iteration uses a non-singular $n \times n$ matrix $M$ such that $f_{d}(x):=f(x M)$ satisfies

1. If $f$ is $\epsilon$-far from $\mathbf{L S}$ then $f_{d}$ is $\epsilon$-far from $\mathbf{L S}$.
2. If $f \in \mathbf{L S}$ then $f_{d} \in \mathbf{L S}$.
3. If $f \in \mathbf{L S}$ then $f_{d}^{-1}(1)=\{(a, \phi(a)) \mid a \in L\}$ for some linear subspace $L \subseteq \mathcal{F}^{n-d}$ and linear function $\phi: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$ (satisfies properties $P_{1}(d)$ and $P_{3}(d)$. It satisfies property $P_{2}(d)$ if and only if $L=\mathcal{F}^{n-d}$ ).

Items 1 and 2 are true for any non-singular matrix $M$. At the $(d+1)$-th iteration, the tester runs the tester that tests whether $f_{d} \in d$-WSLA with proximity parameter $\epsilon / 2$ and accepts if it accepts. We show that if $f_{d} \in \mathbf{L S}$ and the tester rejects, then it is because some $a^{\prime} \in \mathcal{F}^{n-d}$ has no $b \in \mathcal{F}^{d}$, such that $f_{d}\left(a^{\prime}, b\right)=1$ (property $P_{2}(d)$ is not true - i.e., $L \neq \mathcal{F}^{n-d}$ ). In that case, the tester does not reject and uses the point $a^{\prime} \in \mathcal{F}^{n-d}$ and $M$ to construct a new non-singular matrix $M^{\prime}$ such that $f_{d+1}=f\left(x M^{\prime}\right)$ satisfies the above items 1-3. Items 1 and 2 hold for $f_{d+1}$ because $M^{\prime}$ is non-singular. For item 3, we will have, if $f \in \mathbf{L S}$, then $f_{d+1}^{-1}(1)=\left\{\left(a, \phi^{\prime}(a)\right) \mid a \in L^{\prime}\right\}$ for some linear subspace $L^{\prime} \subseteq \mathcal{F}^{n-d-1}$ and a linear function $\phi^{\prime}: \mathcal{F}^{n-d-1} \rightarrow \mathcal{F}^{d+1}$. The tester then continues to the $(d+2)$-th iteration if $d<(2+\log (1 / \epsilon) / \log |\mathcal{F}|)$; otherwise, it accepts.

If $f \in \mathbf{L S}$, then at each iteration, the tester either accepts or moves to the next iteration. Also, when $d=(2+\log (1 / \epsilon) / \log |\mathcal{F}|)$, the tester accepts. So, this tester is one-sided.

On the other hand, if $f$ is $\epsilon$-far from $\mathbf{L S}$, then it is $\epsilon$-far from the function $h$ that satisfies $h^{-1}(1)=$ $\left\{0^{n}\right\}$ (which is in LS ). Therefore ${ }^{[13}, \operatorname{Pr}[f \neq 0] \geq \epsilon / 2$. Now since for $d=2+\log (1 / \epsilon) / \log |\mathcal{F}|$, every function $g$ in $d$-R satisfies $\operatorname{Pr}[g(x)=1] \leq|\mathcal{F}|^{-d} \leq \epsilon / 4$, the tester of $d$-WSLA, with high probability, rejects when it calls the tester of $d-\mathbf{R}$.

Therefore, this tester is one-sided, and its query complexity is $\tilde{O}(1 / \epsilon)$. This completes the description of the tester of the class LS.

The above tester also works for testing the class $(\leq k)$-LS. The only change is that the tester rejects if $d>k$.

### 2.2 The Algorithm for Functions that describe Axis-Parallel Affine Subspace

The class of functions that describe axis-parallel affine subspace and the class of functions that describe axis-parallel linear subspace are denoted by APAS and APLS, respectively. Then $d$ APAS, $d$-APLS, $(\leq d)$-APAS, and $(\leq d)$-APLS are defined similarly to those in the previous subsection. When the field is $\mathcal{F}=\operatorname{GF}(2)$, those classes are equivalent to Term, Monomial, $d$-Term, $d$-Monomial, $(\leq d)$-Term, and ( $\leq d$ )-Monomial, respectively.

We first give an overview of the testers for APAS and APLS. As in the previous section, the reduction of Goldreich and Ron reduces the problem of testing whether the function describes an axis-parallel affine subspace (APAS) to testing whether the function describes an axis-parallel linear subspace (APLS).

[^4]The tester for testing whether the function describes an axis-parallel linear subspace, first runs the tester for $\mathbf{L S}$ with proximity parameter $\epsilon / 100$ and rejects if it rejects. Then it draws uniformly at random $x, y, z \in f^{-1}(1)$ and tests if $f\left(w^{x, y}+z\right)=1$ where for every $i \in[n], w_{i}^{x, y}=0$ if $x_{i}=y_{i}=0$ and $w_{i}^{x, y} \in\{0,1\}$ drawn uniformly at random, otherwise. If $f\left(w^{x, y}+z\right)=1$, then the tester accepts; otherwise, it rejects.

We show that if $f \in \mathbf{A P L S}$, then with probability $1, f\left(w^{x, y}+z\right)=1$. This fact is obvious. We also show that if $f$ is $\epsilon$-far from APLS and $\epsilon / 100$-close to $\mathbf{L S}$, then with constant probability $f\left(w^{x, y}+z\right) \neq 1$. Obviously, this tester is one-sided and makes $\tilde{O}(1 / \epsilon)$ queries.

We give some intuition for why the latter is true. Let $f$ be $\epsilon$-far from APLS and $\epsilon / 100$-close to LS. If $f^{-1}(1)$ is very close to a linear subspace $L$, then, for a uniformly at random $x, y, z \in f^{-1}(1)$, with high probability, $x, y, z$ are in $L$. Then, since $f^{-1}(1)$ is $\epsilon$-far from APLS, $L$ is also $\Omega(\epsilon)$-far from APLS. So assuming $x, y \in L$, with high probability, $w^{x, y}$ is not in $L$. This follows from the fact that, if $L \in \mathbf{L S} \backslash \mathbf{A P L S}$, then some entry in the points in $L$ is a non-zero linear combination of the other entries; therefore this entry is, whp, uniformly at random in $w^{x, y}$. Thus, whp, $w^{x, y} \notin L$, but not necessarily (whp) not in $f^{-1}(1)$ because $w^{x, y}$ is not a uniformly random point. So we need to add some randomness to $w^{x, y}$, which is why we add a random $z$ to $w^{x, y}$. Then, assuming $x, y, z \in L$, whp, $w^{x, y}+z$ is not $L$. Now since $z$ is almost random uniform in $L$ and $w^{x, y}$ is not in $L$, whp, $w^{x, y}+z$ is an almost random uniform point in some coset outside $L$. Then again, since $f^{-1}(1)$ is very close to $L$, we get, whp, $w^{x, y}+z \notin f^{-1}(1)$. This implies that, whp, $f\left(w^{x, y}+z\right) \neq 1$. See details in Section 6.

Now for testing the class $(\leq d)$-APLS, we prove that if $f$ is $(\epsilon / 100)$-close to APLS and $(\epsilon / 100)$ close to $(\leq d)$-LS, then it is $\epsilon$-close to $(\leq d)$-APLS. So we run the tester for APLS and $(\leq d)$-LS, with proximity parameter $\epsilon / 100$, and accept if both accept.

### 2.3 Lower Bound for Testing Classes with Fixed/Bounded Dimension

For the class of Boolean functions that describe $(n-d)$-dimensional affine/linear subspaces ( $d$ AS and $d$-LS) and Boolean functions that describe axis-parallel $(n-d)$-dimensional affine/linear subspaces ( $d$-APAS and $d$-APLS), we give lower bounds that depend on $n$, the number of variables. See Tables 1 and 2 and the proofs in Section 7.

Here we will give the technique used to prove the lower bound for the class $d$-APLS. For this class, we give the lower bound

$$
\Omega\left(\frac{1}{\epsilon}+\min \left(\frac{\log (1 / \epsilon)}{\log |\mathcal{F}|}, d\right) \cdot \log \frac{n}{d}\right)
$$

for the query complexity.
First, the lower bound $\Omega(1 / \epsilon)$ follows from [5]. Then any tester for the above classes can distinguish between functions in the class $d$-APLS and $d^{\prime}$-APLS for $d^{\prime}=\min (\log (1 / \epsilon) / \log |\mathcal{F}|, d)-$ 1. This is because the distance between any function in $d^{\prime}$-APLS and a function in $d$-APLS is at least $\epsilon$. Since the tester is one-sided, using Yao's principle, we show that there is a deterministic algorithm that can distinguish between all the functions in $d$-APLS and a subclass $C \subseteq d^{\prime}$-APLS of size $|C| \geq(2 / 3) \mid d^{\prime}$ - APLS $\mid$. We then show that for any $f \in C$, this algorithm asks queries that eliminate all possible entries in the points of $f^{-1}(1)$ that are not identically zero, except for at most $d$ entries. Therefore, with $d$ more queries, we get an exact learning algorithm for $C$. Thus, the number of queries of the tester must be at least the information-theoretic lower bound for learning $C$ minus $d$, which is $\log |C|-d$. This gives the lower bound.

## 3 Definitions and Preliminary Results

Let $\mathcal{F}$ be a finite field of $q=|\mathcal{F}|$ elements, and $B(\mathcal{F})$ be the set of all Boolean functions $f: \mathcal{F}^{n} \rightarrow$ $\{0,1\}$. We say that $f \in B(\mathcal{F})$ describes a well-structured $(n-d)$-dimensional injective relation if for every $a \in \mathcal{F}^{n-d}$, there is at most one element $b \in \mathcal{F}^{d}$ such that ${ }^{14} f(a, b)=1$. The class of such functions is denoted by $d-\mathbf{R}$. Here $\mathcal{F}^{0}=\{()\}$, so every Boolean function describes a well-structured $n$-dimensional injective relation. That is $0-\mathbf{R}=B(\mathcal{F})$.

For a class $C \subseteq B(\mathcal{F})$ and functions $f, g \in B(\mathcal{F})$ we define $\operatorname{dist}(f, g)=\operatorname{Pr}[f(x) \neq g(x)]$ and $\operatorname{dist}(f, C)=\min _{h \in C} \operatorname{dist}(f, h)$. For any $f \in B(\mathcal{F})$ define the function $R_{f}: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d} \cup\{\perp\}$, $\perp \notin \mathcal{F}^{d}$, where $R_{f}(a)$ is equal to the minimum $b \in \mathcal{F}^{d}$ (in some total order over $\mathcal{F}^{d}$ ) that satisfies $f(a, b)=1$ and $R_{f}(a)=\perp$ if no such $b$ exists. If $d=0$, we have $R_{f}: \mathcal{F}^{n} \rightarrow\{(), \perp\}$, where $R_{f}(a)=()$ if $f(a)=1$ and $R_{f}(a)=\perp$ if $f(a)=0$. For any $f \in B(\mathcal{F})$ define $f_{\mathbf{R}} \in B(\mathcal{F})$ as $f_{\mathbf{R}}(a, b)=1$ if $b=R_{f}(a)$ and $f_{\mathbf{R}}(a, b)=0$ otherwise. The proof of the following lemma is straightforward.
Lemma 1. We have

1. $R_{f}(a)$ can be computed using $q^{d}$ queries to $f$.
2. $f_{\mathbf{R}}(a, b)$ can be computed using $q^{d}$ queries to $f$.
3. $f_{\mathbf{R}} \in d-\mathbf{R}$.
4. If $f \in d-\mathbf{R}$ then $f_{\mathbf{R}}=f$.
5. $\operatorname{dist}(f, d-\mathbf{R})=\operatorname{dist}\left(f, f_{\mathbf{R}}\right)$.

We now show
Lemma 2. Let $q=|\mathcal{F}|$ and $r=\max (0, d \log q-\log (2 / \epsilon))$. If $f$ is $\epsilon$-far from $d$ - $\mathbf{R}$ then there is $\ell_{0}$, $r+1 \leq \ell_{0} \leq d \log q$ such that for

$$
\alpha=\frac{\epsilon q^{d}}{2^{\ell_{0}+1} \min (d \log q-1, \log (1 / \epsilon))} \quad, \quad \beta=\frac{2^{\ell_{0}-1}}{q^{d}}
$$

we have $\mathbf{P r}_{a \in \mathcal{F}^{n-d}}\left[\mathbf{P r}_{b \in \mathcal{F}^{d}}\left[f(a, b) \neq f_{\mathbf{R}}(a, b)\right] \geq \beta\right] \geq \alpha$.
In particular,

$$
\alpha \beta \geq \frac{\epsilon}{4 \log (1 / \epsilon)} .
$$

Proof. For every $a \in \mathcal{F}^{n-d}$, let $m_{a}=\left|\left\{b \in \mathcal{F}^{d} \mid f(a, b)=1\right\}\right|$. Let $N_{a}=0$ if $m_{a}=0$ and $N_{a}=m_{a}-1$ if $m_{a} \geq 1$. Then $N_{a}=q^{d} \mathbf{P r}_{b \in \mathcal{F}^{d}}\left[f(a, b) \neq f_{\mathbf{R}}(a, b)\right]$. Since, by Lemma 1, $\operatorname{dist}\left(f, f_{\mathbf{R}}\right)=\operatorname{dist}(f, d-$ $\mathbf{R}) \geq \epsilon$,

$$
\mathbf{E}_{a}\left[N_{a}\right]=\frac{\sum_{a} N_{a}}{q^{n-d}} \geq \frac{\epsilon q^{n}}{q^{n-d}}=\epsilon q^{d} .
$$

Since $N_{a}<q^{d}$, we have

$$
\begin{aligned}
\epsilon q^{d} & \leq \mathbf{E}_{a}\left[N_{a}\right] \leq \sum_{i=1}^{d \log q} 2^{i} \mathbf{P r}_{a}\left[2^{i-1} \leq N_{a}<2^{i}\right] \\
& =\sum_{i=1}^{r} 2^{i} \operatorname{Pr}_{a}\left[2^{i-1} \leq N_{a}<2^{i}\right]+\sum_{i=r+1}^{d \log q} 2^{i} \operatorname{Pr}_{a}\left[2^{i-1} \leq N_{a}<2^{i}\right] \\
& \leq 2^{r} \min (r, 1)+(d \log q-r-1) \max _{r+1 \leq i \leq d \log q} 2^{i} \mathbf{P r}_{a}\left[2^{i-1} \leq N_{a}<2^{i}\right] .
\end{aligned}
$$

[^5]Therefore, there is $r+1 \leq \ell_{0} \leq d \log q$ such that

$$
\operatorname{Pr}_{a}\left[2^{\ell_{0}-1} \leq N_{a}<2^{\ell_{0}}\right] \geq \frac{\epsilon q^{d}-2^{r} \min (r, 1)}{2^{\ell_{0}}(d \log q-r-1)} \geq \frac{(\epsilon / 2) q^{d}}{2^{\ell_{0}}(\min (d \log q-1, \log (1 / \epsilon)))}=\alpha
$$

Therefore,

$$
\operatorname{Pr}_{a \in \mathcal{F}^{n-d}}\left[\operatorname{Pr}_{b \in \mathcal{F}^{d}}\left[f(a, b) \neq f_{\mathbf{R}}(a, b)\right] \geq \beta\right]=\operatorname{Pr}\left[\frac{N_{a}}{q^{d}} \geq \beta\right] \geq \operatorname{Pr}\left[N_{a} \geq 2^{\ell_{0}-1}\right] \geq \alpha
$$

We say that $f \in B(\mathcal{F})$ describes a well-structured $(n-d)$-dimensional bijection, if for every $a \in \mathcal{F}^{n-d}$, there is exactly one $b \in \mathcal{F}^{d}$ such that $f(a, b)=1$. This class is denoted by $d$ - $\mathbf{F}$. In particular, $f \in 0-\mathbf{F}$ if it is the constant 1 function.

We define $F_{f}: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$ where $F_{f}(a)=R_{f}(a)$ if $R_{f}(a) \neq \perp$ and $F_{f}(a)=0^{d}$ otherwise. Define $f_{\mathbf{F}} \in B(\mathcal{F})$ as $f_{\mathbf{F}}(a, b)=1$ if $b=F_{f}(a)$ and $f_{\mathbf{F}}(a, b)=0$ otherwise. The following lemma is straightforward.

Lemma 3. We have

1. $d-\mathbf{F} \subset d-\mathbf{R}$.
2. $F_{f}(a)$ can be computed using $q^{d}$ queries to $f$.
3. $f_{\mathbf{F}}(a, b)$ can be computed using $q^{d}$ queries to $f$.
4. $f_{\mathbf{F}} \in d-\mathbf{F}$.
5. If $f \in d-\mathbf{F}$ then $f_{\mathbf{F}}=f$.
6. $\operatorname{dist}(f, d-\mathbf{F})=\operatorname{dist}\left(f, f_{\mathbf{F}}\right)$.
7. $\operatorname{dist}\left(f_{\mathbf{R}}, f_{\mathbf{F}}\right)=q^{-d} \mathbf{P r}_{x}\left[R_{f}(x)=\perp\right]$.

We now prove
Lemma 4. If $f$ is $\epsilon / 2$-close to $d-\mathbf{R}$ and $\epsilon$-far from $d-\mathbf{F}$, then $\operatorname{Pr}\left[R_{f}(a)=\perp\right] \geq \epsilon q^{d} / 2$.
Proof. By item 5 in Lemma 1, we have $\operatorname{dist}\left(f, f_{\mathbf{R}}\right) \leq \epsilon / 2$. By item 6 in Lemma 3, $\operatorname{dist}\left(f, f_{\mathbf{F}}\right) \geq \epsilon$. Therefore, $\operatorname{dist}\left(f_{\mathbf{R}}, f_{\mathbf{F}}\right) \geq \epsilon / 2$. By item 7 in Lemma $3, \operatorname{Pr}_{x}\left[R_{f}(x)=\perp\right] \geq \epsilon q^{d} / 2$.

We say that $L \subseteq \mathcal{F}^{n}$ is a well-structured $(n-d)$-dimensional linear subspace if there is a linear function $\phi: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$ such that

$$
L=\left\{(a, \phi(a)) \mid a \in \mathcal{F}^{n-d}\right\} .
$$

We say that $f \in B(\mathcal{F})$ describes a well-structured $(n-d)$-dimensional linear subspace if $f^{-1}(1)$ is a well-structured $(n-d)$-dimensional linear subspace. We denote by $d$-WSLS the class of Boolean functions that describes a well-structured $(n-d)$-dimensional linear subspace. Consider the class Linear of linear functions $\Lambda: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$. We show

Lemma 5. We have

1. $d-\mathbf{W S L S} \subset d-\mathbf{F}$.
2. If $f \in d$-WSLS then $R_{f}(x)=F_{f}(x) \in$ Linear.
3. $\operatorname{dist}\left(f_{\mathbf{F}}, d\right.$-WSLS $)=q^{-d} \cdot \operatorname{dist}\left(F_{f}(x)\right.$,Linear $)$.

Proof. Items 1 and 2 are obvious. For an event $X$, denote by $[X]$ the indicator random variable of $X$. We now prove item 3.

We have

$$
\begin{aligned}
\operatorname{dist}\left(f_{\mathbf{F}}, d-\mathbf{W S L S}\right) & =\min _{g \in d-\mathbf{W S L S}} \operatorname{dist}\left(f_{\mathbf{F}}, g\right) \\
& =\min _{g \in d-\mathbf{W S L S}} \frac{1}{q^{n}} \sum_{a \in \mathcal{F}^{n-d}} \sum_{b \in \mathcal{F}^{d}}\left[f_{\mathbf{F}}(a, b) \neq g(a, b)\right] \\
& =\min _{g \in d-\mathbf{W S L S}} \frac{1}{q^{n}} \sum_{a \in \mathcal{F}^{n-d}}\left[F_{f}(a) \neq F_{g}(a)\right] \\
& =\min _{\Lambda \in \operatorname{Linear}} \frac{1}{q^{n}} \sum_{a \in \mathcal{F}^{n-d}}\left[F_{f}(a) \neq \Lambda(a)\right] \\
& =q^{-d} \operatorname{dist}\left(F_{f}(x), \text { Linear }\right) .
\end{aligned}
$$

We now prove
Lemma 6. If $f$ is $\epsilon$-far from $d$-WSLS and $\epsilon / 2$-close to $d-\mathbf{F}$, then $F_{f}$ is $\left(q^{d} \epsilon / 2\right)$-far from Linear.
Proof. If $f$ is $\epsilon / 2$-close from $d$ - $\mathbf{F}$, then by item 6 in Lemma 3 , $\operatorname{dist}\left(f, f_{\mathbf{F}}\right) \leq \epsilon / 2$. Since $\operatorname{dist}(f, d$-WSLS $) \geq \epsilon$ we have $\operatorname{dist}\left(f_{\mathbf{F}}, d\right.$-WSLS $) \geq \epsilon / 2$. The by item 3 in Lemma 5, $\operatorname{dist}\left(F_{f}\right.$, Linear $) \geq q^{d} \epsilon / 2$.

We say that $f \in B(\mathcal{F})$ describes an $(n-d)$-dimensional affine/linear subspace if $f^{-1}(1) \subseteq \mathcal{F}^{n}$ is $(n-d)$-dimensional affine/linear subspace. The classes of such functions are denoted by $d$-AS and $d$-LS, respectively. Denote $(\leq d)$ - $\mathbf{A S}=\cup_{d \geq k \geq 0}(k$-AS $)$ and $\mathbf{A S}=\cup_{k \geq 0}(k$-AS). Similarly, we define $(\leq d)$-LS $=\cup_{d \geq k \geq 0}(k-\mathbf{L S})$ and $\mathbf{L S}=\cup_{k \geq 0}(k-\mathbf{L S})$.

We now prove.
Lemma 7. For any function $f \in B(\mathcal{F})$ and any nonsinglar $n \times n$-matrix $M$ we have

1. If $f \in \mathbf{L S}$ and $h(x)=f(x M)$, then $h \in \mathbf{L S}$ and $\operatorname{dim}\left(h^{-1}(1)\right)=\operatorname{dim}\left(f^{-1}(1)\right)$
2. $\operatorname{dist}(f(x), \mathbf{L S})=\operatorname{dist}(f(x M), \mathbf{L S})$.

Proof. For the proof, we use the fact that the map $x \rightarrow x M$ is a bijection. We have $h^{-1}(1)=$ $\{a \mid h(a)=1\}=\{a \mid f(a M)=1\}=\{a M \mid f(a M)=1\} M^{-1}=f^{-1}(1) M^{-1}$. This implies item 1.

We now prove item 2. Let $g(x) \in \mathbf{L S}$. Then, for $h(x)=g\left(x M^{-1}\right)$, we have $h^{-1}(1)=g^{-1}(1) M$. Therefore $g\left(x M^{-1}\right) \in \mathbf{L S}$. This also implies that if $g\left(x M^{-1}\right) \in \mathbf{L S}$, then $g(x)=g\left(x M^{-1} M\right) \in \mathbf{L S}$. Therefore $g(x) \in \mathbf{L S}$ iff $g\left(x M^{-1}\right) \in \mathbf{L S}$. Now we have

$$
\begin{aligned}
\operatorname{dist}(f(x), \mathbf{L S}) & =\min _{g(x) \in \mathbf{L S}} \operatorname{dist}(f(x), g(x))=\min _{g(x) \in \mathbf{L} \mathbf{S}} \operatorname{dist}\left(f(x), g\left(x M^{-1}\right)\right) \\
& =\min _{g(x) \in \mathbf{L S}} \operatorname{dist}(f(x M), g(x))=\operatorname{dist}(f(x M), \mathbf{L S})
\end{aligned}
$$

We say that $f \in B(\mathcal{F})$ is $(n-d)$-dimensional axis-parallel linear/affine subspace if there are $d$ entries $i_{1}<i_{2}<\cdots<i_{d}$ such that $f^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid a_{i_{1}}=a_{i_{2}}=\cdots=a_{i_{d}}=0\right\}$ (resp. there are $\xi_{i} \in \mathcal{F}, i \in[d]$ such that $\left.f^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid a_{i_{1}}=\xi_{1}, a_{i_{2}}=\xi_{2}, \cdots, a_{i_{d}}=\xi_{d}\right\}\right)$. The class of such functions are denoted by $d$-APLS and $d$-APAS, respectively. Similarly, as above, we define $(\leq d)-\mathbf{A P L S}=\cup_{d \geq k \geq 0}(k-\mathbf{A P L S}), \mathbf{A P L S}=\cup_{k \geq 0}(k-\mathbf{A P L S}),(\leq d)$-APAS $=\cup_{d \geq k \geq 0}(k$-APAS $)$, and APAS $=\cup_{k \geq 0}(k$-APAS $)$. Obviously, $d$-APLS $\subset d$-LS and $d$-APAS $\subset d$-AS.

## 4 Three Testers

In this section, we give testers for $d-\mathbf{R}, d-\mathbf{F}$ and $d$-WSLS.

## Test- $d$ - $\mathbf{R}(f, \epsilon)$

Input: Oracle that accesses a Boolean function $f: \mathcal{F}^{n} \rightarrow\{0,1\}$.
Output: Either "Accept" or "Reject"

1. For $\ell=\max (1, d \log q-\log (1 / \epsilon))$ to $d \log q$
2. $\quad$ Let $\alpha(\ell)=\frac{\epsilon q^{d}}{2^{\ell+1} \min (d \log q-1, \log (1 / \epsilon))}, \quad \beta(\ell)=\frac{2^{\ell-1}}{q^{d}}$
3. Draw uniformly at random $r=10 / \alpha(\ell)$ assignments $a^{(1)}, \ldots, a^{(r)} \in \mathcal{F}^{n-d}$

Draw uniformly at random $s=10 / \beta(\ell)$ assignments $b^{(1)}, \ldots, b^{(s)} \in \mathcal{F}^{d}$
If there is $a^{(i)}$ and two $b^{\left(j_{1}\right)} \neq b^{\left(j_{2}\right)}$ such that $f\left(a^{(i)}, b^{\left(j_{1}\right)}\right)=f\left(a^{(i)}, b^{\left(j_{2}\right)}\right)=1$ then Reject
4. Accept.

Figure 3: A tester for $d-\mathbf{R}$.
We first prove
Lemma 8. There is a polynomial-time one-sided tester for d-R that makes

$$
O\left(\min (\log (1 / \epsilon), d \log q)^{2} / \epsilon\right)=O\left(\log ^{2}(1 / \epsilon) / \epsilon\right)=\tilde{O}(1 / \epsilon)
$$

queries.
Proof. Consider the tester Test- $d-\mathbf{R}$ in Figure 3. When $d=0,0-\mathbf{R}=B(\mathcal{F})$. Since the commands in the For loop in Test-0-R are not executed, the tester accepts all functions. Now suppose $d \geq 1$. If $f \in d$-R then, (see step 3) there are no $a$ and $b^{(1)} \neq b^{(2)}$ such that $f\left(a, b^{(1)}\right)=f\left(a, b^{(2)}\right)=1$. Therefore, the tester accepts with probability 1.

Now suppose $f$ is $\epsilon$-far from $d$-R. By Lemma 2, there is $\ell_{0}$ where $\max (1, d \log q-\log (1 / \epsilon)) \leq$ $\ell_{0} \leq d \log q$ such that $\operatorname{Pr}_{a}\left[\operatorname{Pr}_{b}\left[f(a, b) \neq f_{\mathbf{R}}(a, b)\right] \geq \beta\left(\ell_{0}\right)\right] \geq \alpha\left(\ell_{0}\right)$. For such $\ell_{0}$ in the For loop, the probability that one of the assignments $a^{(i)}$ satisfies $\operatorname{Pr}_{b}\left[f\left(a^{(i)}, b\right) \neq f_{\mathbf{R}}\left(a^{(i)}, b\right)\right] \geq \beta\left(\ell_{0}\right)$ is at least $1-\left(1-\alpha\left(\ell_{0}\right)\right)^{10 / \alpha\left(\ell_{0}\right)} \geq 99 / 100$. For such an $a^{(i)}$, the probability that there are two $b^{\left(j_{1}\right)} \neq b^{\left(j_{2}\right)}$ such that $f\left(a^{(i)}, b^{\left(j_{1}\right)}\right)=f\left(a^{(i)}, b^{\left(j_{2}\right)}\right)=1$ is at least

$$
1-\left(1-\beta\left(\ell_{0}\right)\right)^{10 / \beta\left(\ell_{0}\right)}-\frac{10}{\beta\left(\ell_{0}\right)} \beta\left(\ell_{0}\right)\left(1-\beta\left(\ell_{0}\right)\right)^{10 / \beta\left(\ell_{0}\right)-1} \geq \frac{99}{100} .
$$

Therefore, with probability at least $98 / 100>2 / 3$, the tester rejects.

Since for every $\ell, \alpha(\ell) \beta(\ell) \geq \epsilon /(4 \log (1 / \epsilon))$, the query complexity is $\min (d \log q-1, \log (1 / \epsilon))$. $100 /(\alpha(\ell) \beta(\ell))=\tilde{O}(1 / \epsilon)$.

Test- $d$-F $(f, \epsilon)$
Input: Oracle that accesses a Boolean function $f: \mathcal{F}^{n} \rightarrow\{0,1\}$.
Output: Either "Accept" or "Reject" with $v=$ empty or $v \in \mathcal{F}^{n-d}$ s.t. $R_{f}(v)=\perp$

1. If Test- $d$-R(f, $\epsilon / 2)=$ Reject then Reject; Return $v=$ empty.
2. For $i=1$ to $\left\lfloor 10 /\left(q^{d} \epsilon\right)\right\rfloor$
3. Draw uniformly at random $a \in \mathcal{F}^{n-d}$
4. If $R_{f}(a)=\perp$ then Reject: Return $v=a$
5. Accept

Figure 4: A Tester for $d$ - $\mathbf{F}$.
We now give a tester for $d$-F. See Figure 4. Notice that when the tester rejects, it also returns $v \in\{e m p t y\} \cup \mathcal{F}^{d}$. We will use this in the next section. So, we can ignore that for this section.

Lemma 9. There is a polynomial-time one-sided tester for $d-\mathbf{F}$ that makes $\tilde{O}(1 / \epsilon)$ queries.
Proof. Consider the tester Test- $d-\mathbf{F}$. By Lemma 8 and (1) in Lemma 1, the query complexity is $\tilde{O}(1 / \epsilon)+\left(10 /\left(q^{d} \epsilon\right)\right) q^{d}=\tilde{O}(1 / \epsilon)$.

If $f \in d$ - $\mathbf{F}$ then by item 1 in Lemma 3, $f \in d$-R and therefore Test- $d$-R in step 1 accepts. For every $a, R_{f}(a) \neq \perp$, so the tester accepts in step 5 .

Now suppose $f$ is $\epsilon$-far from $d$ - $\mathbf{F}$. If $f$ is $\epsilon / 2$-far from $d$ - $\mathbf{R}$, then with probability at least $2 / 3$, the tester rejects in step 1. If $f$ is $\epsilon / 2$-close to $d$ - $\mathbf{R}$ then by Lemma 4, $\mathbf{P r}_{a}\left[R_{f}(a)=\perp\right] \geq \epsilon q^{d} / 2$. Therefore, with probability at least $1-\left(1-\epsilon q^{d} / 2\right)^{10 /\left(q^{d} \epsilon\right)} \geq 2 / 3$, the tester rejects in the "For" loop.

Test- $d$ - WSLS $(f, \epsilon)$
Input: Oracle that accesses a Boolean function $f: \mathcal{F}^{n} \rightarrow\{0,1\}$.
Output: Either "Accept" or "Reject" with $v=$ empty or $v \in \mathcal{F}^{n-d}$ s.t. $R_{f}(v)=\perp$
Test-Linear $(F, \epsilon)$ tests whether $F: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$ is linear or $\epsilon$-far from linear

1. If Test- $d$ - $\mathbf{F}(f, \epsilon / 2)=$ Reject then Reject; Return $v$ (that Test- $d-\mathbf{F}$ returns).
2. If Test-Linear $\left(F_{f}, q^{d} \epsilon / 2\right)=$ Reject then If for some query $a$ that Test-Linear asks $R_{f}(a)=\perp$ then Reject; Return $v=a$ Otherwise, Reject; Return $v=$ empty.
3. Accept

Figure 5: A Tester for $d$-WSLS.

We now prove
Lemma 10．There is a polynomial－time one－sided tester for $d$－WSLS that makes $\tilde{O}(1 / \epsilon)$ queries．
Proof．Consider the tester Test－$d$－WSLS in Figure 5．If $f \in d$－WSLS，then，by（1）in Lemma 5 ， $f \in d-\mathbf{F}$ and therefore the algorithm does not reject in step 1．By（2）in Lemma $5, F_{f}(x) \in$ Linear， and therefore，the tester does not reject in step 2，Thus，the tester accepts with probability 1.

Suppose $f$ is $\epsilon$－far from $d$－WSLS．If $f$ is $\epsilon / 2$－far from $d$－F ，then with probability at least $2 / 3$ ， Test－$d$－ $\mathbf{F}(f, \epsilon / 2)$ rejects in step 1．If $f$ is $\epsilon / 2$－close to $d$－ $\mathbf{F}$ ，then by Lemma 6，$F_{f}$ is $q^{d} \epsilon / 2$－far from Linear．Therefore，with probability at least $2 / 3$ ，Test－Linear $\left(F_{f}, q^{d} \epsilon\right)$ rejects．

The query complexity of Test－$d$－F is $\tilde{O}(1 / \epsilon)$ ，and the query complexity of $\operatorname{Test-Linear}\left(F_{f}, q^{d} \epsilon / 2\right)$ is $O(1 / \epsilon)$ ．The latter follows from item 2 in Lemma 3 and the fact that the testers for linear func－ tions in［3，22］have query complexity $O(1 / \epsilon)$ ．

## 5 A Tester for AS

```
Test-LS(f,\epsilon)
Input: Oracle that accesses a Boolean function f: 疎}->{0,1}
Output: Either "Accept" or "Reject".
1. If f(0n})=0\mathrm{ then Reject.
    k\leftarrow0;N=I
    While }k\leqm:=\operatorname{log}(1/\epsilon)/\operatorname{log}(q)+2 d
        v\leftarrowTest-k-WSLS}(f(xN),\epsilon,\delta=1-1/(10m)); If Accept, then Accept.
        If Reject and v}=\mathrm{ empty then Reject.
        If Reject and v\not=empty ( }\mp@subsup{R}{\mp@subsup{f}{k}{}}{}(v)=\perp)\mathrm{ then
        Find a non-singular (n-k)\times(n-k) matrix M s.t. v = enn-k}
        N\leftarrowN\cdot\operatorname{diag}(M,I⿱亠䒑})
        k\leftarrowk+1
8. Accept
```

Figure 6：A Tester for $\mathbf{L S}$ ．
We recall the definitions of the classes．We say that $f \in B(\mathcal{F})$ describes an $(n-d)$－dimensional affine／linear subspace if $f^{-1}(1) \subseteq \mathcal{F}^{n}$ is $(n-d)$－dimensional affine／linear subspace．The class of such functions is denoted by $d$－AS and $d$－LSS，respectively．Denote（ $\leq d$ ）－AS $=\cup_{d \geq k \geq 0}(k-\mathbf{A S}$ ）and $\mathbf{A S}=\cup_{k \geq 0}\left(k\right.$－AS）．Similarly，we define $(\leq d)$－LS $=\cup_{d \geq k \geq 0}(k-\mathbf{L S})$ and $\mathbf{L S}=\cup_{k \geq 0}(k-\mathbf{L S})$ ．

In this section，we prove．
Theorem 1．There are polynomial－time one－sided testers for AS and $\mathbf{L S}$ that make $\tilde{O}(1 / \epsilon)$ queries．
Theorem 2．There is a polynomial－time one－sided tester for $(\leq d)$－LS that makes $\tilde{O}(1 / \epsilon)$ queries．
In this section，we give the proofs of the above theorems for $\mathbf{L S}$ and $(\leq d)$－ $\mathbf{L S}$ ．The reduction of Goldreich and Ron in［16］section 4 gives the result for AS．

Consider the tester Test-LS in Figure 6. In this tester, $I_{n}$ is the $n \times n$ identity matrix, and $e_{j}=(0,0, \cdots, 0,1) \in \mathcal{F}^{j}$. We first prove the following.

Lemma 11. Let $L \subseteq \mathcal{F}^{m}$ be a linear subspace such that $e_{m} \notin L$. Then there is a linear function $\phi: \mathcal{F}^{m-1} \rightarrow \mathcal{F}$ such that $L=\left\{(a, \phi(a)) \mid a \in L^{\prime}\right\}$ for some linear subspace $L^{\prime} \subseteq \mathcal{F}^{m-1}$.
Proof. Suppose, for the contrary, that there are no linear function $\phi$ and linear subspace $L^{\prime} \subseteq \mathcal{F}^{m-1}$ such that $L=\left\{(a, \phi(a)) \mid a \in L^{\prime}\right\}$. For $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathcal{F}^{m}$, denote $u^{\prime}=\left(u_{1}, \ldots, u_{m-1}\right)$. Let $t=\operatorname{dim} L$ and $\left\{b_{1}, \ldots, b_{t}\right\} \subset \mathcal{F}^{m}$ be a basis for $L$. Consider the $t \times m$ matrix $H$ that has $b_{i}$ in its $i$ th row. We have $\operatorname{rank}(H)=t$. The last column in $H$ is independent of the other columns. Otherwise, $L$ can be expressed as $L=\left\{(a, \phi(a)) \mid a \in L^{\prime}\right\}$ for some linear subspace $L^{\prime} \subseteq \mathcal{F}^{m-1}$ and linear function $\phi$, and we get a contradiction. Therefore, if we remove the last column of $H$, we get a matrix $H^{\prime}$ of rank $t-1$. Since $b_{1}^{\prime}, \ldots, b_{t}^{\prime}$ are the rows of $H^{\prime}$, there are $\lambda_{i} \in \mathcal{F}$, not all zero, such that $\sum_{i} \lambda_{i} b_{i}^{\prime}=0^{m-1}$. Since $b=\sum_{i} \lambda_{i} b_{i} \neq 0^{m}, b \in L$, and $b^{\prime}=\sum_{i} \lambda_{i} b_{i}^{\prime}=0^{m-1}$, we must have that $b=\lambda e_{m}$ for some $\lambda \neq 0$. Therefore $\lambda^{-1} b=e_{m} \in L$. A contradiction.

We are now ready to prove Theorem 1 .
Proof. Consider the tester Test-LS in Figure 6. Notice that we added the confidence parameter $\delta=1-1 /(10 m)$ to the tester Test- $k$-WSLS in step 4. We can achieve this confidence by running Test- $k$-WSLS with confidence $2 / 3, O(\log m)=O(\log \log (1 / \epsilon))$ times.
Completeness: Suppose $f \in \mathbf{L S}$. Since $f^{-1}(1)$ is a linear subspace, we have $0^{n} \in f^{-1}(1)$ and $f\left(0^{n}\right)=1$. Therefore, the tester does not reject in step 1. If $f^{-1}(1)=\mathcal{F}^{n}$, then $f \in 0$-WSLA and Test-0-WSLA $(f(x), \epsilon, \delta)$ in step 4 accepts, and therefore Test-LS accepts. So, we may assume that $\operatorname{dim}\left(f^{-1}(1)\right)<n$.

Consider the "While" loop in the tester and denote by $N_{k}$ the value of the matrix $N$ in the $(k+1)$ th iteration. Let $f_{k}(x)=f\left(x N_{k}\right)$. We now prove by induction the following claim, which implies the completeness of the tester.

Claim 1. We have.

1. As long as $n-k>\operatorname{dim}\left(f^{-1}(1)\right)$ and the tester does not accept, we have $N_{k}$ is a non-singular matrix, $\operatorname{dim}\left(f_{k}^{-1}(1)\right)=\operatorname{dim}\left(f^{-1}(1)\right), \operatorname{dist}\left(f_{k}, \mathbf{L S}\right)=\operatorname{dist}(f, \mathbf{L S})$, and

$$
f_{k}^{-1}(1)=\left\{\left(u, \phi_{k}(u)\right) \mid u \in L_{k}\right\}
$$

for some linear subspace $L_{k} \subseteq \mathcal{F}^{n-k}$ and a linear function $\phi_{k}: L_{k} \rightarrow \mathcal{F}^{k}$.
2. If $n-k=\operatorname{dim}\left(f^{-1}(1)\right)$, then $L_{k}=\mathcal{F}^{n-k}$, and the tester accepts.
3. If $n-k=n-\log (1 / \epsilon) / \log q-3$, the tester accepts.

Proof. We prove 1. Obviously, the claim is true for $k=0$. We assume it is true for $k$ and prove it for $k+1$.

Since, by item 1 in Lemma $7, n-k>\operatorname{dim}\left(f^{-1}(1)\right)=\operatorname{dim}\left(f_{k}^{-1}(1)\right)$, we have $L_{k} \neq \mathcal{F}^{n-k}$ and therefore $\operatorname{dim}\left(L_{k}\right)<n-k$.

We now show that either Test- $k$ - WSLA $\left(f_{k}(x), \epsilon, \delta\right)$ accepts or returns $v \neq$ empty, $v \neq 0^{n-k}$, and therefore $R_{f_{k}}(v)=\perp$.

In step 4. Test- $k$-WSLA first calls Test- $k$-F, which calls Test- $k$-R on $f_{k}$. See Figures 5, 4, and 3. Sinc\& ${ }^{15} f_{k} \in k$-R, Test- $k$-R does not reject. Therefore, if Test- $k$-F rejects, it is because

[^6]some $v$ satisfies $R_{f_{k}}(v)=\perp$. Then Test- $k$-WSLA tests the linearity of $F_{f_{k}}$. Since $R_{f_{k}}(a)=\phi_{k}(a)$ is linear for $a \in L_{k}$, the linearity test fails only if some $v \in \mathcal{F}^{n-k} \backslash L_{k}$ is queried in the linearity test, in which case $R_{f_{k}}(v)=\perp$. So, the tester either accepts or returns $v$, which satisfies $R_{f_{k}}(v)=\perp$. We now show that $v \neq 0^{n-k}$. Since $R_{f_{k}}(v)=\perp, f_{k}(v, u)=0$ for every $u \in \mathcal{F}^{k}$. In particular, $f_{k}\left(v, 0^{k}\right)=0$. Since $f_{k}\left(0^{n}\right)=f\left(0^{n}\right)=1$, we have $v \neq 0^{n-k}$.

We now show that $N_{k+1}$ is non-singular. Consider step 7 in the tester. Since $v \neq 0^{n-k}$, there is a non-singular matrix $M$ that satisfies $v=e_{n-k} M$. Since, by the induction hypothesis, $N_{k}$ is non-singular, we have $N_{k+1}=N_{k} \cdot \operatorname{diam}\left(M, I_{k}\right)$ is a non-singular matrix. By Lemma 7 , we have $\operatorname{dim}\left(f_{k+1}^{-1}(1)\right)=\operatorname{dim}\left(f^{-1}(1)\right)$ and $\operatorname{dist}\left(f_{k+1}, \mathbf{L S}\right)=\operatorname{dist}(f, \mathbf{L S})$.

Now

$$
f_{k+1}^{-1}(1)=f_{k}^{-1}(1) \cdot \operatorname{diag}\left(M, I_{k}\right)^{-1}=\left\{\left(u M^{-1}, \phi_{k}(u)\right) \mid u \in L_{k}\right\}=\left\{\left(w, \phi_{k}(w M)\right) \mid w \in L_{k} M^{-1}\right\} .
$$

Sinct $\}^{16} v \notin L_{k}, e_{n-k}=v M^{-1} \notin L_{k} M^{-1}$ and by Lemma 11, $L_{k} M^{-1}=\left\{(z, \pi(z)) \mid z \in L^{\prime}\right\}$ for some linear subspace $L^{\prime} \subseteq \mathcal{F}^{n-(k+1)}$ and a linear function $\pi: \mathcal{F}^{n-(k+1)} \rightarrow \mathcal{F}$. Let $\phi^{\prime}(z)=$ $\left(\pi(z), \phi_{k}((z, \pi(z)) M)\right)$. Then $\phi^{\prime}: \mathcal{F}^{n-(k+1)} \rightarrow \mathcal{F}^{k+1}$ is a linear function, and

$$
f_{k+1}^{-1}(1)=\left\{\left(w, \phi_{k}(w M)\right) \mid w \in L M^{-1}\right\}=\left\{\left(z, \phi^{\prime}(z)\right) \mid z \in L^{\prime}\right\} .
$$

This completes the proof of 1 .
We now prove item 2. Since $\operatorname{dim}\left(f_{k}^{-1}(1)\right)=\operatorname{dim}\left(f^{-1}(1)\right)=n-k$ and $L_{k} \subseteq \mathcal{F}^{n-k}$, we have $L_{k}=\mathcal{F}^{n-k}$. Now when $L_{k}=\mathcal{F}^{n-k}, f_{k} \in k$-WSLA and therefore, the tester accepts.

Item 3 follows from steps 3 and 7 in the tester.
This completes the proof of the claim.
Soundness: Let $f$ be $\epsilon$-far from LS. Then, by item 2 in Lemma 7, for any non-singular matrix $N, f(x N)$ is $\epsilon$-far from LS. In particular, $f(x N)$ is $\epsilon$-far from Test- $k$-WSLS. Therefore, with probability at least $1-m /(10 m)=9 / 10$, it does not accept in the "While" loop. Now, we show that with probability at least $2 / 3$, it rejects in the "While" loop.

Since $f$ is $\epsilon$-far from $\mathbf{L S}$, it is $\epsilon$-far from the function $h$ that satisfies $h^{-1}(1)=\left\{0^{n}\right\}$ (which is in LS). Therefore, $\operatorname{Pr}[f \neq 0] \geq \epsilon-1 / q^{n} \geq \epsilon / 2$. Now since for $k=2+\log (1 / \epsilon) / \log |\mathcal{F}|$, every function $g$ in $k$-R satisfies $\operatorname{Pr}[g(x)=1] \leq|\mathcal{F}|^{-k} \leq \epsilon / 4$, the tester of $k$-WSLA, with probability at least $2 / 3$, rejects when it calls the tester of $k$ - $\mathbf{R}$ when it reaches $k=2+\log (1 / \epsilon) / \log |\mathcal{F}|$. Therefore, with probability at least $1-1 / 3-1 / 10>1 / 2$, the tester rejects.

For the proof of Theorem 2, we add to the tester in Figure 6, the command "If $k=d+1$ then Reject."
between steps 3 and 4 . The proof is the same as above.

## 6 A Tester for APAS

We recall the definitions of the classes. We say that $f \in B(\mathcal{F})$ is $(n-d)$-dimensional axis-parallel linear/affine subspace if there are $d$ entries $i_{1}<i_{2}<\cdots<i_{d}$ such that $f^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid a_{i_{1}}=\right.$ $\left.a_{i_{2}}=\cdots=a_{i_{d}}=0\right\}$ (resp. there are $\xi_{i} \in \mathcal{F}, i \in[d]$ such that $f^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid a_{i_{1}}=\xi_{1}, a_{i_{2}}=\right.$ $\left.\left.\xi_{2}, \cdots, a_{i_{d}}=\xi_{d}\right\}\right)$. The class of such functions are denoted by $d$-APLS and $d$-APAS, respectively.

[^7]Similarly, as in the previous section, we define $(\leq d)$ - $\mathbf{A P L S}=\cup_{d \geq k \geq 0}(k$-APLS $)$, APLS $=\cup_{k \geq 0}(k$ APLS $),(\leq d)$-APAS $=\cup_{d \geq k \geq 0}(k$-APAS $)$, and APAS $=\cup_{k \geq 0}(k$-APAS $)$. Obviously, $d$-APLS $\subset$ $d-\mathbf{L S}$ and $d$-APAS $\subset d$-AS.

In this section, we prove.
Theorem 3. There are polynomial-time one-sided testers for APAS and APLS that make $\tilde{O}(1 / \epsilon)$ queries.

Theorem 4. There is a polynomial-time one-sided tester for ( $\leq d$ )-APLS that makes $\tilde{O}(1 / \epsilon)$ queries.

Since Term=APAS and Monomial=APLS over $\mathcal{F}=\operatorname{GF}(2)$, we have.
Corollary 5. There are polynomial-time one-sided testers for Term, Monomial, and $(\leq d)$ Monomial that make $\tilde{O}(1 / \epsilon)$ queries.

## Test-APLS $(f, \epsilon)$

Input: Oracle that accesses a Boolean function $f: \mathcal{F}^{n} \rightarrow\{0,1\}$.
Output: Either "Accept" or "Reject".

1. If Test-LS $(f, \epsilon / 200)$ rejects then Reject.
2. For $i=1$ to 30 .
3. Draw $m=O(1 / \epsilon)$ elements $U \subseteq \mathcal{F}^{n}$ uniformly at random
4. If there are three distinct $x, y, z \in U$ such that $f(x)=f(y)=f(z)=1$ then
5. Define $w \in \mathcal{F}^{n}$ such that for every $i \in[n]$,
$w_{i}=0$ if $x_{i}=y_{i}=0$ and $w_{i} \in \mathcal{F}$ random uniform otherwise.
6. If $f(w+z)=0$ then Reject.
7. Accept.

## Figure 7: A Tester for APLS.

In this section, we prove the theorems for APLS and ( $\leq d$ )-APLS. The reduction of Goldreich and Ron in [16] section 4 gives the result for APAS.

When we write $\mathbf{P r}_{x \in H}$, we mean $x$ is drawn uniformly at random from $H$. By $\mathbf{P r}_{x}$, we mean $\operatorname{Pr}_{x \in \mathcal{F}^{n}}$.

We first prove
Lemma 12. Let $L$ be a linear subspace that is not an axis-parallel linear subspace. Let $H \subseteq \mathcal{F}^{n}$ be any set that is $\epsilon / 100$-close to $L$ and $\operatorname{Pr}_{x}[x \in H] \geq \epsilon$. For any $x, y \in \mathcal{F}^{n}$, define the random variable $w^{x, y} \in \mathcal{F}^{n}$ where $w_{i}^{x, y}=0$ if $x_{i}=y_{i}=0$; otherwise $w_{i}^{x, y}$ is drawn uniformly at random from $\mathcal{F}$. Then

$$
\mathbf{P r}_{x, y, z \in H, w^{x, y}}\left[w^{x, y}+z \in H\right] \leq 0.95 .
$$

Proof. In this proof, we omit the subscript $w^{x, y}$ from all the probabilities. Since $\operatorname{Pr}_{x}[x \in H] \geq \epsilon$ and $\operatorname{Pr}_{x}[x \in H \Delta L] \leq \epsilon / 100$, we have $\operatorname{Pr}_{x}[x \in L] \geq 99 \epsilon / 100$. Since $L$ is a linear subspace that is not an axis-parallel linear space, by permuting the coordinates, we may assume that wlog,
$L=\left\{(u, \phi(u)) \mid u \in \mathcal{F}^{n-d}\right\}$, where $d \in[n]$ and $\phi: \mathcal{F}^{n-d} \rightarrow \mathcal{F}^{d}$ is a non-zero linear function. Then wlog, $\phi_{1}(u):=\phi(u)_{1}$ is a non-zero linear function. For $x=(u, \phi(u)) \in L$ and $y=(v, \phi(v)) \in L$ let $X$ be the event that $\phi_{1}(u) \neq 0$ or $\phi_{1}(v) \neq 0$. If the event $X$ occurs, then $w_{n-d+1}^{x, y}$ is uniformly random in $\mathcal{F}$. Let $w^{\prime}=\left(w_{1}^{x, y}, \ldots, w_{n-d}^{x, y}\right)$. Therefore

$$
\begin{aligned}
\operatorname{Pr}_{x, y \in L}\left[w^{x, y} \notin L\right] & \geq \operatorname{Pr}_{x, y \in L}\left[w_{n-d+1}^{x, y} \neq \phi\left(w^{\prime}\right)\right] \\
& \geq \operatorname{Pr}_{x, y \in L}\left[w_{n-d+1}^{x, y} \neq \phi\left(w^{\prime}\right) \mid X\right] \cdot \operatorname{Pr}_{u, v \in \mathcal{F}^{n-d}}[X] \\
& =\left(1-\frac{1}{q}\right)^{3} \geq \frac{1}{8} .
\end{aligned}
$$

Now, for the event ${ }^{17} A=\left[w^{x, y}+z \in H\right]$

$$
\begin{aligned}
\mathbf{P r}_{x, y, z \in H}[A] & \leq \operatorname{Pr}_{x, y, z \in H \cap L}[A]+\mathbf{P r}_{x, y, z \in H}[(x \notin H \cap L) \vee(y \notin H \cap L) \vee(z \notin H \cap L)] \\
& \leq \operatorname{Pr}_{x, y, z \in H \cap L}[A]+\frac{3 \mathbf{P r}_{x}[x \in H \Delta L]}{\mathbf{P r}_{x}[x \in H]} \\
& \leq \operatorname{Pr}_{x, y, z \in H \cap L}[A]+\frac{3(\epsilon / 100)}{\epsilon} . \\
& \leq \operatorname{Pr}_{x, y, z \in L}[A]+\mathbf{P r}_{x, y, z \in L}[(x \notin H \cap L) \vee(y \notin H \cap L) \vee(z \notin H \cap L)]+\frac{3}{100} \\
& \leq \operatorname{Pr}_{x, y, z \in L}[A]+\frac{3 \mathbf{P r}_{x}[x \in H \Delta L]}{\mathbf{P r}_{x}[x \in L]}+\frac{3}{100} \\
& \leq \operatorname{Pr}_{x, y, z \in L}[A]+\frac{3 \cdot(\epsilon / 100)}{99 \epsilon / 100}+\frac{3}{100}=\mathbf{P r}_{x, y, z \in L}[A]+\frac{3}{99}+\frac{3}{100}
\end{aligned}
$$

Now, since for every $w \notin L, L \cap(w+L)=\emptyset$,

$$
\begin{aligned}
\operatorname{Pr}_{x, y, z \in L}[A] & =\operatorname{Pr}_{x, y, z \in L}\left[w^{x, y}+z \in H\right] \\
& \leq \operatorname{Pr}_{x, y, z \in L}\left[w^{x, y}+z \in H \mid w^{x, y} \notin L\right]+\mathbf{P r}_{x, y, z \in L}\left[w^{x, y} \in L\right] \\
& \leq \operatorname{Pr}_{x, y, z \in L}\left[w^{x, y}+z \in H \mid w^{x, y} \notin L\right]+\frac{7}{8} \\
& \leq \max _{w \notin L} \operatorname{Pr}_{z \in L}[w+z \in H]+\frac{7}{8} \\
& \leq \max _{w \notin L} \frac{\operatorname{Pr}_{z}[z \in L, w+z \in H]}{\mathbf{P r}_{z}[z \in L]}+\frac{7}{8} \\
& =\max _{w \notin L} \frac{\operatorname{Pr}_{z^{\prime}}\left[z^{\prime} \in(w+L) \cap H\right]}{\operatorname{Pr}_{z}[z \in L]}+\frac{7}{8} \\
& \leq \frac{\operatorname{Pr}_{z^{\prime}}\left[z^{\prime} \in L \Delta H\right]}{\mathbf{P r}_{z}[z \in L]}+\frac{7}{8} \\
& \leq \frac{\epsilon / 100}{99 \epsilon / 100}+\frac{7}{8}=\frac{1}{99}+\frac{7}{8} .
\end{aligned}
$$

Therefore,

$$
\operatorname{Pr}_{x, y, z \in H}\left[w^{x, y}+z \in H\right] \leq \frac{4}{99}+\frac{3}{100}+\frac{7}{8} \leq 0.95 .
$$

[^8]We are now ready to prove Theorem 3.
Proof. Consider the tester in Figure 7.
Soundness: If $f \in \mathbf{A P L S}$, then it is in LS. So, the tester does not reject in step 11 There is $d \in[n]$ and $d$ entries $i_{1}<i_{2}<\cdots<i_{d}$ such that $f^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid a_{i_{1}}=a_{i_{2}}=\cdots=a_{i_{d}}=0\right\}$. Therefore, for any $x, y, z \in f^{-1}(1)$, we have $w^{x, y}+z \in f^{-1}(1)$, and the tester does not reject in the "For" loop. So, it accepts.
Completeness: Suppose $f$ is $\epsilon$-far from APLS. If $f$ is $\epsilon / 200$-far from LS, then with probability at least $2 / 3$, the tester rejects in step 11. So, we may assume that $f$ is $\epsilon / 200$-close to LS. Since $f$ is $\epsilon$-far from APLS, it is $\epsilon$-far from the function $h \in$ APLS that satisfies $h^{-1}(1)=\left\{0^{n}\right\}$. Therefore, $\operatorname{Pr}[f=1] \geq \epsilon-1 / q^{n} \geq \epsilon / 2$. By Lemma 12, for $H=f^{-1}(1)$, we have

$$
\mathbf{P r}_{x, y, z, w^{x, y}}\left[f\left(w^{x, y}+z\right)=1 \mid f(x)=f(y)=f(z)=1\right] \leq 0.95
$$

Since $\operatorname{Pr}[f=1] \geq \epsilon / 2$, there is a constant $c$ such that for $m=c / \epsilon$, the algorithm, with probability at least $99 / 100$, at every iteration of the "For" loop, finds three points $x, y, z \in U$ such that $f(x)=f(y)=f(z)=1{ }^{18}$ Therefore, the probability that the tester rejects is $1-0.95^{30}-$ $1 / 100 \geq 2 / 3$.

Before proving Theorem 4, we give the following result.
Lemma 13. If $f$ is $(\epsilon / 100)$-close to APLS and $(\epsilon / 100)$-close to $(\leq d)$-LS, then it is $\epsilon$-close to $(\leq d)$-APLS.
Proof. Suppose $f_{1}^{\prime} \in d_{1}-\mathbf{L S}, f_{2}^{\prime} \in d_{2}-\mathbf{L S}$, and $d_{1}<d_{2}$. Then $\operatorname{Pr}\left[f_{i}^{\prime}(x)=1\right]=q^{-d_{i}}$ and therefore

$$
\begin{equation*}
3 q^{-d_{1}} / 2 \geq q^{-d_{1}}+q^{-d_{2}} \geq \operatorname{dist}\left(f_{1}^{\prime}, f_{2}^{\prime}\right) \geq q^{-d_{1}}-q^{-d_{2}} \geq q^{-d_{1}} / 2 . \tag{1}
\end{equation*}
$$

Now assume, for the contrary, $f$ is $\epsilon$-far from ( $\leq d$ )-APLS. Since $f$ is $\epsilon / 100$-close to APLS, there is $d^{\prime}>d$ such that $f$ is $\epsilon / 100$-close to $d^{\prime}$ - APLS. Let $f_{1} \in d^{\prime}$-APLS be such that $\operatorname{dist}\left(f_{1}, f\right) \leq \epsilon / 100$. Choose any $f_{2} \in d$-APLS. Since $f$ is $\epsilon$-far from $f_{2}$ we get that $f_{1}$ is $99 \epsilon / 100$-far from $f_{2}$. Therefore, by (1), $3 q^{-d} / 2 \geq \operatorname{dist}\left(f_{1}, f_{2}\right) \geq 99 \epsilon / 100$. This implies

$$
q^{-d} \geq \frac{33}{50} \epsilon .
$$

Since $f$ is $(\epsilon / 100)$-close to $(\leq d)$-LS, there is $f_{3} \in(\leq d)$-LS such that $\operatorname{dist}\left(f, f_{3}\right) \leq \epsilon / 100$. Therefore, $\operatorname{dist}\left(f_{1}, f_{3}\right) \leq \epsilon / 50$. Now again, by (1), $\epsilon / 50 \geq \operatorname{dist}\left(f_{1}, f_{3}\right) \geq q^{-d} / 2$. This implies

$$
q^{-d} \leq \frac{1}{25} \epsilon<\frac{33}{50} \epsilon
$$

A contradiction.
We are now ready to prove Theorem 4 .
Proof. The tester simply runs the tester for APLS with proximity parameter $\epsilon / 100$. Then it runs the tester for $(\leq d)$-LS with proximity parameter $\epsilon / 100$ and accepts if both testers accept.
Soundness. If $f \in(\leq d)$-APLS, then $f \in \mathbf{A P L S}$ and $f \in(\leq d)$-LS. Therefore, the tester accepts. Completeness. If $f$ is $\epsilon$-far from $(\leq d)$-APLS, then by Lemma 13, it is either $\epsilon / 100$-far from APLS or $\epsilon / 100$-far from ( $\leq d$ )-LS. Therefore, with probability of at least $2 / 3$ the tester rejects.

[^9]
## 7 Lower Bounds

In this section, we give all the other lower bounds in Table 1 .

### 7.1 Preliminary Results

We first give some preliminary results.
Throughout this section, $z(x)$ will denote the zero function and $q=|\mathcal{F}|$. We will also assume that $d<c n$ for some constant $c<1$.

Let $C \subset B(\mathcal{F})$ be a class of Boolean functions and $h \in B(\mathcal{F})$. We say that $U \subset \mathcal{F}^{n}$ is a hitting set for $C$ with respect to $h$ if, for every $f \in C$, there is $u \in U$ such that $f(u) \neq h(u)$. When $h=z$, the zero function, we say that $U \subset \mathcal{F}^{n}$ is a hitting set for $C$. The minimal size of a hitting set for $C$ (resp. with respect to $h$ ) is denoted by $\mathcal{H}(C)$ (resp. $\mathcal{H}(C, h)$ ). Obviously, if $C^{\prime} \subseteq C$, then $\mathcal{H}(C) \geq \mathcal{H}\left(C^{\prime}\right)$.

We now prove
Lemma 14. Let $C \subseteq B(\mathcal{F})$ be a class of Boolean functions. Let $\epsilon_{0}=\operatorname{dist}(C, h):=\min _{f \in C} \operatorname{dist}(f, h)$. Any one-sided tester for $C$ with proximity parameter $\epsilon<\epsilon_{0}$ must make at least $\mathcal{H}(C, h)$ queries.

Proof. Let $T$ be a one-sided tester for $C$ with proximity $\epsilon<\epsilon_{0}$. Since $\operatorname{dist}(C, h)=\epsilon_{0}$, the tester $T$ can distinguish between $h(x)$ and any function in $C$. The tester accepts with probability 1 when $f \in C$ and with probability at least $2 / 3$ rejects when $f=h$; therefore, there is a deterministic algorithm ${ }^{19} A$ with the same query complexity as $T$ such that

1. If $f \in C$, then $A(f)=1$.
2. $A(h)=0$.

We now run the algorithm $A$ and answer $h(a)$ for every query $a$. Let $U$ be the set of queries. Then $|U|$ is at most the query complexity of $A$ (and of $T$ ). We now show that $U$ is a hitting set for $C$ with respect to $h$. If $U$ is not a hitting set for $C$ with respect to $h$, then there is $g \in C$ such that $g(u)=h(u)$ for all $u \in U$. Then $A$ cannot distinguish between $h$ and $g$, and we get a contradiction. Therefore, $U$ is a hitting set for $C$ with respect to $h$. Thus, the query complexity of $T$ is at least $|U| \geq \mathcal{H}(C, h)$.

We now prove
Lemma 15. Let $d^{\prime}<d$. Then $\operatorname{dist}\left(d-\mathbf{A S}, d^{\prime}-\mathbf{A S}\right)=\operatorname{dist}\left(d-\mathbf{A P L S}, d^{\prime}-\mathbf{A P L S}\right)=q^{-d^{\prime}}-q^{-d}$.
Proof. Obviously, $\operatorname{dist}\left(d-\mathbf{A S}, d^{\prime}-\mathbf{A S}\right) \leq \operatorname{dist}\left(d-\mathbf{A P L S}, d^{\prime}-\mathbf{A P L S}\right)$. For every $g \in d-\mathbf{A S}, \operatorname{Pr}[g=1]=$ $q^{-d}$. Therefore, for $h \in d^{\prime}-\mathbf{A S}$, we have $\operatorname{Pr}[g \neq h] \geq \mathbf{P r}[h=1]-\operatorname{Pr}[g=1]=q^{-d^{\prime}}-q^{-d}$. Therefore, $\operatorname{dist}\left(d-\mathbf{A S}, d^{\prime}-\mathbf{A S}\right) \geq q^{-d^{\prime}}-q^{-d}$.

Now for $g, h$ that satisfy $g^{-1}(1)=\left\{\left(a, 0^{d}\right) \mid a \in \mathcal{F}^{n-d}\right\}$ and $h^{-1}(1)=\left\{\left(b, 0^{d^{\prime}}\right) \mid b \in \mathcal{F}^{n-d^{\prime}}\right\}$, we have: $g \in d$-APLS, $h \in d^{\prime}$-APLS and $\operatorname{dist}(g, h)=q^{-d^{\prime}}-q^{-d}$. Therefore $\operatorname{dist}\left(d-\mathbf{A P L S}, d^{\prime}-\right.$ APLS $) \leq q^{-d^{\prime}}-q^{-d}$, and the result follows.

The following is an information-theoretic lower bound.
Lemma 16. Any deterministic algorithm that exactly learn $n^{20}$ a class $C$ of Boolean functions $f: \mathcal{F}^{n} \rightarrow\{0,1\}$ must ask at least $\log |C|$ black-box queries.

[^10]
### 7.2 Lower Bound for $(\leq d)$-AS

Theorem 6. Any one-sided testers for $(\leq d)$-AS and $d$-AS with proximity parameter $\epsilon<q^{-d}$ must make at least

$$
\Omega\left(\frac{1}{\epsilon}+q^{d-1} n\right)
$$

queries.
Proof. The lower bound $\Omega(1 / \epsilon)$ follows from [5]. For $\xi=\left(\xi_{1}, \ldots, \xi_{d-1}\right) \in \mathcal{F}^{d-1}$ and an affine subspace $L \subset \mathcal{F}^{n-d+1}$ of dimension $n-d$, let $f_{\xi, L}$ be the function that satisfies $f^{-1}(1)=\{\xi\} \times L$. Obviously, $f_{\xi, L} \in d$-AS. Let $C \subseteq d$ - AS be the class of such functions. We have $\operatorname{dist}(d-\mathbf{A S}, z)=q^{-d}$. We now prove that $\mathcal{H}(C) \geq q^{d-1}(n-d+1)$. Since $\mathcal{H}(d-\mathbf{A S}) \geq \mathcal{H}(C)$, by Lemma 14 , the result follows.

To this end, let $H$ be a hitting set for $C$. Suppose, on the contrary, that $|H|<q^{d-1}$ ( $n-$ $d+1)$. For $\xi \in \mathcal{F}^{d-1}$ let $H_{\xi}=\left\{a \in H \mid\left(a_{1}, \ldots, a_{d-1}\right)=\xi\right\}$. By the pigeonhole principle, there is $\xi^{\prime} \in \mathcal{F}^{d-1}$, such that $\left|H_{\xi^{\prime}}\right| \leq n-d$. Let $H_{\xi^{\prime}}=\left\{b^{(1)}, \ldots, b^{(t)}\right\} \subseteq \mathcal{F}^{n}, t \leq n-d$. Consider $S=\left\{\left(b_{d}, \ldots, b_{n}\right) \mid b \in H_{\xi^{\prime}}\right\} \subseteq \mathcal{F}^{n-d+1}$. If $\operatorname{dim}(\operatorname{Span}(S))<n-d$, we add to $S$ elements from $\mathcal{F}^{n-d+1}$ to make $\operatorname{dim}(\operatorname{Span}(S))=n-d$. Let $L=\operatorname{Span}(S)+v$ for some $v \in \mathcal{F}^{n-d+1} \backslash \operatorname{Span}(S)$. Now consider the function $h:=f_{\xi^{\prime}, L} \in C$. We will show that $h(u)=0$ for all $u \in H$; therefore $H$ is not a hitting set for $C$. A contradiction.

Let $u \in H$. Then either $\left(u_{1}, \ldots, u_{d-1}\right) \neq \xi^{\prime}$ or $\left(u_{1}, \ldots, u_{d-1}\right)=\xi^{\prime}$ and $\left(u_{d}, \ldots, u_{n}\right) \in \operatorname{Span}(S)$. Since $\operatorname{Span}(S) \cap L=\emptyset$ and $h^{-1}(1)=\left\{\xi^{\prime}\right\} \cup L$, we have $u \notin\left\{\xi^{\prime}\right\} \times L$ and therefore $h(u)=0$.

### 7.3 Lower Bound for $d$-AS and $d$-LS

In this subsection, we prove
Theorem 7. Let $d>0$. Any one-sided tester for $d-\mathbf{A S}$ and $d$-LS with proximity parameter $\epsilon<1-q^{-d}$ must make at least

$$
\Omega\left(\frac{1}{\epsilon}+n\right)
$$

queries, and for $d-\mathbf{A S}$ with proximity $\epsilon<q^{-d}$ must make at least

$$
\Omega\left(\frac{1}{\epsilon}+q^{d-1} n\right)
$$

queries.
Proof. The second bound is from Theorem 6. We now prove the first bound for $d$ - AS. The same proof holds for $d$-LS.

We use Lemma 14 with $h(x)=\alpha(x)=1$, the constant function 1 . We have $\epsilon_{0}:=\operatorname{dist}(d$ -AS,$\alpha)=1-q^{-d}$. Let $U$ be a hitting set for $d$-AS with respect to $\alpha$. Suppose, on the contrary, $|U| \leq n-d$. If $\operatorname{dim}(\operatorname{Span}(U))<n-d$, then add elements to $U$ such that $\operatorname{dim}(\operatorname{Span}(U))=n-d$. Let $L=\operatorname{Span}(U)$ and let $h \in d$-AS be a function such that $h^{-1}(1)=L$. Then $h(u)=\alpha(u)$ for every $u \in U$, and therefore $U$ is not a hitting set for $d-\mathbf{A S}$ with respect to $\alpha$. A contradiction. Therefore $\mathcal{H}(d-\mathbf{A S}, \alpha) \geq|U| \geq n-d$.

### 7.4 Lower Bound for $(\leq d)$-APAS

In this subsection, we prove.
Theorem 8. Any one-sided tester for ( $\leq d$ )-APAS and d-APAS with proximity parameter $\epsilon<$ $1 / q^{d}$ must make at least

$$
\Omega\left(\frac{1}{\epsilon}+q^{d-1} \log n\right)
$$

queries.
In particular, we have.
Corollary 9. Any one-sided tester for ( $\leq d$ )-Term and $d$-Term with proximity parameter $\epsilon<1 / 2^{d}$ must make at least

$$
\Omega\left(\frac{1}{\epsilon}+2^{d} \log n\right)
$$

queries.
Proof. We give the proof for $d$-APAS. The same proof holds for $(\leq d)$-APAS. The lower bound $\Omega(1 / \epsilon)$ follows from [5]. We use Lemma 14 . First, we have $\operatorname{dist}(d-\mathbf{A P A S}, z)=q^{-d}$.

Let $U \subseteq \mathcal{F}^{n}$ be a hitting set for $d$-APAS. Since the function $g$ that satisfies $g^{-1}(1)=\{x \in$ $\left.\mathcal{F}^{n} \mid x_{i_{1}}=\xi_{1}, \ldots, x_{i_{d}}=\xi_{d}\right\}$ is in $d$-APAS, there is $u \in U$ such that $u_{i_{1}}=\xi_{1}, \ldots, u_{i_{d}}=\xi_{d}$. Therefore, for every $1 \leq i_{1}<i_{2}<\cdots<i_{d} \leq n$ and $\xi_{1}, \xi_{2}, \ldots, \xi_{d} \in \mathcal{F}$, there is $u \in U$, such that $u_{i_{1}}=\xi_{1}, \ldots, u_{i_{d}}=\xi_{d}$. Such a set is called an $(n, d)$-universal set over $\mathcal{A}^{21}$. It is well known, [9, 17, 23, ${ }^{22}$, that such a set has a size of at least $\Omega\left(q^{d-1} \log n\right)$.

### 7.5 Lower Bounds for $d$-APLS

In this section, we prove.
Theorem 10. Any one-sided tester for $d$-APLS and d-APAS with proximity parameter $\epsilon \leq$ $q^{-1}-q^{-d}$ must make at least

$$
\Omega\left(\frac{1}{\epsilon}+\min \left(\frac{\log (1 / \epsilon)}{\log |\mathcal{F}|}, d\right) \cdot \log \frac{n}{d}\right)
$$

queries.
In particular,
Corollary 11. Any one-sided tester for $d$-Monomial and d-Term with proximity parameter $\epsilon \leq$ $1 / 2-2^{-d}$ must make at least

$$
\Omega\left(\frac{1}{\epsilon}+\min (\log (1 / \epsilon), d) \cdot \log \frac{n}{d}\right)
$$

queries.

[^11]Proof. The lower bound $\Omega(1 / \epsilon)$ follows from [5].
Let $T$ be a tester for $d$-APLS (resp. $d$-APAS) with proximity parameter $\epsilon \leq 1-q^{-d}$, which makes $Q$ queries. Consider the class $d^{\prime}$-APLS where $\left.d^{\prime}=\min \left(\left\lfloor\log \left(1 /\left(\epsilon+q^{-d}\right)\right) / \log q\right)\right\rfloor, d-1\right)$. Then, by Lemma 15 , $\operatorname{dist}\left(d-\mathbf{A P L S}, d^{\prime}\right.$-APLS $)=q^{-d^{\prime}}-q^{-d} \geq \epsilon\left(\right.$ resp. $\operatorname{dist}\left(d-\mathbf{A P A S}, d^{\prime}\right.$-APLS $) \geq$ $\epsilon$ ). Therefore

1. If $f \in d$-APLS then $T(f)=$ Accept.
2. If $f \in d^{\prime}$-APLS then with probability at least $2 / 3, T(f)=$ Reject.

Using Yao's principle ${ }^{23}$, there is a deterministic algorithm $A$ that has query complexity $Q$ (as $T$ ) and a class $C \subseteq d^{\prime}$ - $\mathbf{A P L S}$ such that $|C| \geq(2 / 3) \mid d^{\prime}$ - $\mathbf{A P L S} \mid$ and

1. If $f \in d$-APLS then $A(f)=$ Accept.
2. If $f \in C$ then $A(f)=$ Reject.

We will show in the following how to change $A$ to an exact learning algorithm for $C$ that makes $Q+d$ queries, and then, by Lemma 16 , the query complexity of $T$ is at least ${ }^{24}$

$$
\log |C|-d \geq \log \left(\frac{2}{3}\left|d^{\prime}-\mathbf{A P L S}\right|\right)-d=\log \left(\frac{2}{3}\binom{n}{d^{\prime}}\right)-d=\Omega\left(\min \left(\frac{\log (1 / \epsilon)}{\log |\mathcal{F}|}, d\right) \cdot \log \frac{n}{d}\right) .
$$

It remains to show how to change $A$ to an exact learning algorithm for $C$ that makes $Q+d$ queries. To this end, consider the following algorithm ( $e_{i}$ is the point that contains 1 in the $i$-th coordinate and zero elsewhere)

1. Given access to a black-box for $f \in C$.
2. Let $X=[n]$.
3. Run $A$ and for every query $b$ that $A$ asks such that $f(b)=1$, define $X \leftarrow X \backslash\left\{i \mid b_{i}=1\right\}$.
4. For every $i \in X$ if $f\left(e_{i}\right)=1$ then remove $i$ from $X$.
5. Return the function $h$ that satisfies $h^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid(\forall i \in X) a_{i}=0\right\}$.

Now, suppose $f^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid a_{i_{1}}=\cdots=a_{i_{d^{\prime}}}=0\right\}$. We now show
Claim 2. After step 3, we have $|X| \leq d$ and $\left\{i_{1}, \ldots, i_{d^{\prime}}\right\} \subseteq X$.
Proof. If, on the contrary, some $j \in\left[d^{\prime}\right], i_{j} \notin X$, there is $b$ such that $b_{i_{j}}=1$ and $f(b)=1$. Then $b \in f^{-1}(1)$ and therefore $b_{i_{j}}=0$. A contradiction.

Suppose, on the contrary, $X$ contains more than $d$ elements. Let $i_{d^{\prime}+1}, \ldots, i_{d} \in X$ be distinct and distinct from $i_{1}, \ldots, i_{d^{\prime}}$. Consider the function $g$ such that $g^{-1}(1)=\left\{a \in \mathcal{F}^{b} \mid a_{i_{1}}=\cdots=a_{i_{d}}=0\right\}$. Since $A$ accepts $g \in d$-APLS and rejects $f \in C$, there must be a query $b$ that $A$ makes such that $g(b) \neq f(b)$. Since $g^{-1}(1) \subset f^{-1}(1)$, we have $b \in f^{-1}(1) \backslash h^{-1}(1)$, and then for some $j>d^{\prime}$, we have $b_{i_{j}}=1$ and $f(b)=1$. Therefore, $i_{j} \notin X$ after step 3. A contradiction. This finishes the proof of the claim.

[^12]By the above claim, step 5 makes at most $d$ queries; therefore, the query complexity of the learning algorithm is $Q+d$. If, after step $3, i \in\left\{i_{1}, \ldots, i_{d^{\prime}}\right\}$, then $f\left(e_{i}\right)=0$, and then $i$ is not removed from $X$ after step 4 . If after step $3, i \notin\left\{i_{1}, \ldots, i_{d^{\prime}}\right\}$ and $i \in X$, then the query $e_{i}$ satisfies $f\left(e_{i}\right)=1$, and then $i$ is removed from $X$ after step 4 . So, after step 4 , we have $X=\left\{i_{1}, \ldots, i_{d^{\prime}}\right\}$ and hence $h=f$.

## 8 Upper Bounds

In this section, we prove the upper bounds in the table.
The following theorems cover all the upper bounds in the table.
We first prove.
Theorem 12. There is a polynomial-time one-sided tester for $d$ - LS with proximity parameter $\epsilon$ that makes

$$
\tilde{O}\left(\frac{1}{\epsilon}\right)+O\left(q^{d} n\right)
$$

queries.
Proof. Let $e_{n-k, i} \in \mathcal{F}^{n-k}$ be the point that has 1 in the $i$-th coordinate and zero elsewhere. Before we give the tester, notice that if we run the tester of $(\leq d)$ - $\mathbf{L S}$ (that makes $\tilde{O}(1 / \epsilon)$ queries) on $f$, the only case where it fails to test $d-\mathbf{L S}$ is when $f \in k$ - $\mathbf{L S}$ where $k<d$, and $f$ is $\epsilon$-far from $d$ - $\mathbf{L S}$. This happens when the tester of $(\leq d)$-LS calls Test- $k$-WSLS (for $f(x M)$ ), and it accepts. So we need to change the tester Test- $k$-WSLS so that when $k<d$ and $f \in k$-LS, it rejects.

To solve this, the following modification is made. In Test- $k$-WSLS between step 2 and step 3 (before the tester accepts), we add the following step when $k<d$ :

- If for some $i \in[n-k]$ we have $R_{f}\left(e_{n-k, i}\right)=\perp$, then Return $v=e_{n-k, i}$, Otherwise Reject. Given that $f^{-1}(1)=\{(a, b) \mid a \in L, \phi\}$ for some linear subspace $L \subseteq \mathcal{F}^{n-k}$ and linear function $\phi: \mathcal{F}^{n-k} \rightarrow \mathcal{F}^{k}$, this step tests whether $L=\mathcal{F}^{n-k}$. That is, the tester is the same as $(\leq d)$-LS but does not accept when $f \in k$ - $\mathbf{L S}$ and $k<d$. The following claim finishes the proof.

Claim 3. $L=\mathcal{F}^{n-k}$ if and only for every $i, R_{f}\left(e_{n-k, i}\right) \neq \perp$.
Proof. If $L=\mathcal{F}^{n-k}$, then $f\left(e_{n-k, i}, \phi\left(e_{n-k, i}\right)\right)=1$ and therefore $R_{f}\left(e_{n-k, i}\right) \neq \perp$ for every $i \in[n-k]$.
If for every $i, R_{f}\left(e_{n-d, i}\right) \neq \perp$, then for every $i$, there is $b^{(i)} \in \mathcal{F}^{d}$ such that $f\left(e_{n-d, i}, b^{(i)}\right)=1$. Therefore for every $i, e_{n-d, i} \in L$, Since $L$ is a linear space we get $L=\mathcal{F}^{n-d}$.

This step has query complexity at most $q^{d}(n-d)=O\left(q^{d} n\right)$.
Before we prove the following theorem, we give some preliminary results.
By [11], we have

$$
\begin{equation*}
|d-\mathbf{L S}|=\binom{n}{n-d}_{q}:=\frac{\left(q^{n}-1\right) \cdots\left(q^{d+1}-1\right)}{\left(q^{n-d}-1\right) \cdots(q-1)} \leq(2 q)^{d(n-d)} \tag{2}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
|d-\mathbf{A S}|=q^{d}\binom{n}{n-d}_{q} \leq q^{d}(2 q)^{d(n-d)} \tag{3}
\end{equation*}
$$

By the probabilistic method, we show

Lemma 17. There is a hitting set for d-AS (and d-LS) of size

$$
O\left(d(\log q) q^{d} n\right)
$$

Proof. We choose uniformly at random $m=O\left(d(\log q) q^{d} n\right)$ points $a_{1}, \ldots, a_{m} \in \mathcal{F}^{n}$. The probability that there is $f \in d$ - $\mathbf{A S}$ such that for all $i \in[m], f\left(a_{i}\right)=0$ is at most

$$
|d-\mathbf{A S}|\left(1-\frac{1}{|\mathcal{F}|^{d}}\right)^{m}<1
$$

So a hitting set of size $m$ exists.
Theorem 13. There is an exponential time one-sided tester for $d$ - AS (and $(\leq d)$-AS) with proximity parameter $\epsilon$ that makes

$$
\tilde{O}\left(\frac{1}{\epsilon}\right)+O\left(d(\log q) q^{d} n\right)
$$

queries.
Proof. We use the hitting set to find $a$ such that $f(a)=1$ and then tests $f(x+a)$ using the tester of $d-\mathbf{L S}$ in Theorem 12 .

We now prove.
Theorem 14. There is a polynomial-time one-sided tester for $d$ - APLS with proximity parameter $\epsilon<1 / q$ that makes

$$
O\left(\frac{1}{\epsilon}+\min \left(\frac{\log (1 / \epsilon)}{\log q}, d\right) \cdot \log \frac{n}{d}\right)
$$

queries.
In particular,
Corollary 15. There is a polynomial-time one-sided tester for $d$-Monomial with proximity parameter $\epsilon<1 / 2$ that makes

$$
O\left(\frac{1}{\epsilon}+\min (\log (1 / \epsilon), d) \cdot \log \frac{n}{d}\right)
$$

queries.
Proof. If $d<3 \log (1 / \epsilon) / \log |\mathcal{F}|$, the tester learns the function exactly with $O(d \log (n / d))$ queries using the algorithm in [24]. Then it tests if the output hypothesis is equal to the target on uniformly at random $O(1 / \epsilon)$ points. If this occurs, then the tester accepts; otherwise, it rejects. The correctness of this case is obvious. See the reduction from learning to testing in [15].

If $d>d^{\prime}:=3 \log (1 / \epsilon) / \log |\mathcal{F}|$, then the tester learns $d^{\prime}$ entries $1 \leq i_{1}<i_{2}<\cdots<i_{d^{\prime}} \leq n$ such that $f^{-1}(1) \subseteq A:=\left\{a \in \mathcal{F}^{n} \mid a_{i_{1}}=\cdots=a_{i_{d^{\prime}}}=0\right\}$ using $d^{\prime} \log (n / d)$ queries [24]. Then for uniformly at random $O(1 / \epsilon)$ points $B$, and for every point $b \in B$ it tests if " $f(b)=1$ implies $b \in A$ ". If this occurs, then the tester accepts; otherwise, it rejects.

We now prove the correctness of the second case $\left(d>d^{\prime}\right)$. If $f \in d$ - $\mathbf{A P L S} \mathbf{S}$, then the learning algorithm indeed learns $d^{\prime}$ entries $1 \leq i_{1}<i_{2}<\cdots<i_{d^{\prime}} \leq n$ such that $f^{-1}(1) \subseteq A:=\{a \in$ $\left.\mathcal{F}^{n} \mid a_{i_{1}}=\cdots=a_{i_{d^{\prime}}}=0\right\}$. Therefore, for every other point $b$, if $f(b)=1$, then $b \in f^{-1}(1) \subseteq A$, which implies $b \in A$.

Now suppose $f$ is $\epsilon$-far from $d$-APLS. Since every $g \in d$-APLS satisfies $\operatorname{Pr}[g(x) \neq 0] \leq q^{-d} \leq$ $\epsilon^{3}$, $f$ is $\left(\epsilon-\epsilon^{3}\right)$-far from 0 . Since $\mathbf{P r}_{b}[b \in A] \leq q^{-d^{\prime}} \leq \epsilon^{3}, f^{-1}(1)$ is $\left(\epsilon-2 \epsilon^{3}\right)$-far from $A$. Since $\epsilon-2 \epsilon^{3}>\epsilon / 4$, with constant probability, some $b \in B$ satisfies $f(b)=1$ and $b \notin A$, and the tester rejects.

We now prove.
Theorem 16. There is a polynomial-time one-sided tester for d-APLS with proximity parameter $\epsilon>q^{-1}-q^{-d}$ that makes

$$
O\left(\frac{1}{\epsilon+q^{-d}-q^{-1}}+\log n\right)
$$

queries.
In particular,
Corollary 17. There is a polynomial-time one-sided tester for $d$-Monomial with proximity parameter $\epsilon>1 / 2-2^{-d}$ that makes

$$
O\left(\frac{1}{\epsilon+2^{-d}-1 / 2}+\log n\right)
$$

queries.
Proof. As in Theorem 14, the tester learns one entry $1 \leq i_{1} \leq n$ such that $f^{-1}(1) \subseteq A:=\{a \in$ $\left.\mathcal{F}^{n} \mid a_{i_{1}}=0\right\}$ using $\log n$ queries [24]. Then for uniformly at random $O\left(1 /\left(\epsilon+q^{-d}-q^{-1}\right)\right)$ points $B$, and for every point $b \in B$ it tests if " $f(b)=1$ implies $b \in A$ ". If this occurs, then the tester accepts; otherwise, it rejects.

If $f \in d$-APLS, then as in Theorem 14, the tester accepts.
Now suppose $f$ is $\epsilon$-far from $d$-APLS. Since, by Lemma 15, $d$-APLS is $\left(q^{-1}-q^{-d}\right)$-far from 1-APLS, $f^{-1}(1)$ is $\left(\epsilon+q^{-d}-q^{-1}\right)$-far from $A$. Therefore, with constant probability, some $b \in B$ satisfies $f(b)=1$ and $b \notin A$, and the tester rejects.

We now prove.
Theorem 18. There is a polynomial-time one-sided tester for $d$-APAS (and ( $\leq d$ )-APAS) with proximity parameter $\epsilon$ that makes

$$
O\left(\frac{1}{\epsilon}+q^{d+o(d)} \log n\right)
$$

queries.
In particular,
Corollary 19. There is a polynomial-time one-sided tester for $d$-Term (and ( $\leq d$ )-Term) with proximity parameter $\epsilon$ that makes

$$
O\left(\frac{1}{\epsilon}+2^{d+o(d)} \log n\right)
$$

queries.

Proof. The tester builds an $(n, d)$-universal set $U$ over $\mathcal{F}$ of size $O\left(q^{d+o(d)} \log n\right)$. This can be done in polynomial time [18] (in the number of queries). For every $a \in U$, it asks a black-box query until it finds $a$ such that $f(a)=1$. Such $a$ exists. See the proof of Theorem 8 . Then $f(x+a)$ is either in $d$-APLS or $\epsilon$-far from $d$-APLS. So it runs the tester of $d$-APLS on $f(x+a)$.

The rest of this section deals with the cases when $\epsilon$ is close to one.
Theorem 20. There is a polynomial-time one-sided tester for $d$-LS (d-APLS) with proximity parameter $\epsilon>1-1 / q^{d}$ that makes

$$
O\left(\frac{1}{\epsilon-1+1 / q^{d}}\right)
$$

queries.
In particular,
Corollary 21. There is a polynomial-time one-sided tester for $d$-Monomial with proximity parameter $\epsilon>1-1 / 2^{d}$ that makes

$$
O\left(\frac{1}{\epsilon-1+1 / 2^{d}}\right)
$$

queries.
Proof. If $d=1$ and $q=2$, the tester accepts. Otherwise, the tester chooses $O\left(1 /\left(\epsilon-1+1 / q^{d}\right)\right)$ uniformly at random points $B$. If $f$ is identically one on $B$, the tester accepts. If for some point $a \in B, f(a)=0$, then it chooses $b \in \mathcal{F}^{n}$ uniformly at random. If $f(b)=1$ and $f(a+b)=1$, then it rejects. Otherwise, it accepts.

Let $f \in d$-LS and $L=f^{-1}(1)$. If $f$ is identically one on the points of $B$ or $f(b)=0$, then it accepts. If for some $a \in B, f(a)=0$ and $f(b)=1$, then $a \notin L$ and $b \in L$ and since $L$ is a linear subspace, $a+b \notin L$. Therefore, $f(a+b)=0$, and the tester accepts.

Now suppose $f$ is $\epsilon$-far from $d$-LS. Let $\alpha$ be the one function. Since $\alpha$ is $1-q^{-d}$ far from $d$-LS, we get that $f$ is $\epsilon-1+q^{-d}$ far from $\alpha$. Therefore, with high probability, one of the points $a \in B$ satisfies $f(a)=0$. Now

$$
\begin{aligned}
& \operatorname{Pr}[\text { Reject } s]=\operatorname{Pr}_{b}[f(b)=1, f(a+b)=1] \\
& \geq 1-\operatorname{Pr}_{b}[f(b)=0]-\operatorname{Pr}_{b}[f(a+b)=0] \\
& \geq 1-2\left(\epsilon-1+\frac{1}{q^{d}}\right) \geq 1-\frac{2}{q^{d}} .
\end{aligned}
$$

Therefore, for $d>1$ or $q>2$, with constant probability, the tester rejects.
The only case that remains is wher ${ }^{[25} d=1$ and $q=2$. For $\lambda \in\{0,1\}^{n-1}$, consider the linear subspace $L_{\lambda}=\left\{\left(a, \phi_{\lambda}(a)\right)\right\}$, where $\phi_{\lambda}(a)=\sum_{i=1}^{n-1} \lambda_{i} a_{i}$. Let $g_{\lambda} \in 1$-LS be the boolean function that satisfies $g_{\lambda}^{-1}(1)=L_{\lambda}$. It is easy to see that $g_{\lambda}(x)=\phi_{\lambda}\left(x_{1}, \ldots, x_{n-1}\right)+x_{n}+1$. Let $f$ be any boolean function. We have (Here, $\left[f(x) \neq g_{\lambda}(x)\right]$ is the indicator random variable of the event $\left.f(x) \neq g_{\lambda}(x)\right)$

$$
\mathbf{E}_{\lambda}\left[\mathbf{E}_{x}\left[f \neq g_{\lambda}\right]\right]=\mathbf{E}_{x}\left[\mathbf{E}_{\lambda}\left[f \neq g_{\lambda}\right]\right] \leq \frac{1}{2}+\frac{1}{2^{n-1}}
$$

Therefore, for every boolean function $f$, there is $g \in 1$ - $\mathbf{L S}$ such that $\mathbf{P r}_{x}[f \neq g] \leq 1 / 2+1 / 2^{n-1}$. Therefore, the tester, in this case, for $\epsilon>1 / 2\left(+1 / 2^{n-1}\right)$, accepts for any $f$.

[^13]Theorem 22. There is a polynomial-time one-sided tester for $d$ - AS (d-APAS) with proximity parameter $\epsilon>1-1 / q^{d}$ that makes

$$
O\left(\frac{1}{\epsilon-1+1 / q^{d}}\right)
$$

queries.
In particular,
Corollary 23. There is a polynomial-time one-sided tester for $d$-Term with proximity parameter $\epsilon>1-1 / 2^{d}$ that makes

$$
O\left(\frac{1}{\epsilon-1+1 / 2^{d}}\right)
$$

queries.
Proof. The tester chooses 10 points uniformly at random. If $f$ is zero on all the points, then it accepts. Otherwise, let $a$ be a point such that $f(a)=1$. The tester then runs the tester of $d-\mathbf{L S}$ on $f(x+a)$.

If $f \in d$ - $\mathbf{A S}$, then the tester accepts.
If $f$ is $\epsilon$-far from $d$ - $\mathbf{A S}$, then $f$ is $\epsilon-q^{-d} \geq 1-2 q^{-d}$ far from $z$ (the zero function). Therefore, with high probability, some point $a$ satisfies $f(a)=1$. Then $f(x+a)$ is $\epsilon$-far from $d$ - $\mathbf{L S}$, and the result follows.

Again here, the tester for $q=2$ and $d=1$ accepts all functions.
Theorem 24. There is a polynomial-time one-sided tester for $(\leq d)$ - $\mathbf{A S}((\leq d)$-APAS) with proximity parameter $\epsilon>1 / q^{d}$ that makes

$$
\tilde{O}\left(\frac{1}{\epsilon}\right)+O\left(\frac{1}{\epsilon-1 / q^{d}}\right)
$$

queries.
In particular,
Corollary 25. There is a polynomial-time one-sided tester for $(\leq d)$-Term with proximity parameter $\epsilon>1 / 2^{d}$ that makes

$$
\tilde{O}\left(\frac{1}{\epsilon}\right)+O\left(\frac{1}{\epsilon-1 / 2^{d}}\right)
$$

queries.
Proof. The tester chooses $O\left(1 /\left(\epsilon-q^{-d}\right)\right)$ uniformly at random points. If $f$ is zero on all the points, then it accepts. Otherwise, let $a$ be a point such that $f(a)=1$. The tester then runs the tester of $(\leq d)-\mathbf{L S}$ on $f(x+a)$.

If $f \in(\leq d)$-AS, then it is obvious that the tester accepts.
If $f$ is $\epsilon$-far from $(\leq d)$ - $\mathbf{A S}$, then since $(\leq d)$ - $\mathbf{A S}$ is $q^{-d}$ far from $z$, we get that $f$ is $\left(\epsilon-q^{-d}\right)$-far from $z$. Therefore, with high probability, the tester finds $a$ such that $f(a)=1$.

We now investigate the value of $\epsilon$, where the tester does need to ask any queries.
We define the isolation factor of a class $C$ as

$$
\operatorname{IF}(C):=\max _{f \in B(\mathcal{F})} \operatorname{dist}(f, C) .
$$

Obviously.
Lemma 18. If $C_{1} \subseteq C_{2}$, then $\operatorname{IF}\left(C_{1}\right) \geq \operatorname{IF}\left(C_{2}\right)$.
The following is obvious,
Theorem 26. There is a one-sided tester for $C$ with proximity parameter $\epsilon>\operatorname{IF}(C)$ that makes no queries.

Proof. Since any $f \in B(\mathcal{F})$ satisfies $\operatorname{dist}(f, C) \leq \operatorname{IF}(C)<\epsilon$, the tester does not ask any query and just accepts.

We now prove
Lemma 19. We have

1. $\frac{1}{2} \geq \operatorname{IF}(\mathbf{A P L S}) \geq \operatorname{IF}(\mathbf{L S}) \geq \frac{1}{2}-o_{n}(1)$.
2. $\frac{1}{2} \geq \operatorname{IF}(\mathbf{A P A S}) \geq \operatorname{IF}(\mathbf{A S}) \geq \frac{1}{2}-o_{n}(1)$.
3. $\frac{1}{2}+\frac{1}{2 q^{d}} \geq \operatorname{IF}((\leq d)-\mathbf{A P L S}) \geq \operatorname{IF}((\leq d)-\mathbf{L S}) \geq \frac{1}{2}-o_{n}(1)$.
4. $\frac{1}{2}+o_{n}(1) \geq \operatorname{IF}((\leq d)-\mathbf{A P A S}) \geq \operatorname{IF}((\leq d)-\mathbf{A S}) \geq \frac{1}{2}-o_{n}(1)$.
5. $1-\frac{1}{q^{d}}+\Theta\left(\frac{1}{q^{3 d / 2}}\right) \geq \operatorname{IF}(d-\mathbf{A P L S}) \geq \operatorname{IF}(d-\mathbf{L S}) \geq 1-\frac{1}{q^{d}}$.
6. $1-\frac{1}{q^{d}}+\Theta\left(\frac{1}{q^{2 d}}\right) \geq \operatorname{IF}(d-\mathbf{A P A S}) \geq \operatorname{IF}(d-\mathbf{A S}) \geq 1-\frac{1}{q^{d}}$.

Proof. By Chernoff's bound, it is easy to show that for all the above classes $C$, for a random uniform function $f \in B(\mathcal{F})$, with probability greater than zero, we have $\operatorname{dist}(f, C) \geq 1 / 2-o_{n}(1)$. Therefore, $\operatorname{IF}(C) \geq 1 / 2-o_{n}(1)$. This gives the lower bounds in items 144 .

Let $C$ be one of the classes APAS, APLS, LS, or AS, and let $f \in B(\mathcal{F})$. Since $1 \in C$ (the one function) and the function $h$ that satisfies $h^{-1}(1)=\left\{0^{n}\right\}$ is in $C$, we have

$$
\begin{align*}
1=\operatorname{Pr}[f \neq 0]+\operatorname{Pr}[f \neq 1] & \geq \operatorname{Pr}[f \neq h]-\operatorname{Pr}[h \neq 0]+\operatorname{Pr}[f \neq 1]  \tag{4}\\
& =\operatorname{Pr}[f \neq h]-\frac{1}{q^{n}}+\operatorname{Pr}[f \neq 1] .
\end{align*}
$$

Therefore, $\min (\operatorname{Pr}[f \neq h], \operatorname{Pr}[f \neq 1]) \leq 1 / 2+1 /\left(2 q^{n}\right)$. Since the probability of each point is $1 / q^{n}$, we get $\operatorname{IF}($ APLS $) \leq 1 / 2$. This gives the upper bounds in items 1-2. Applying (4) with any $h \in d$-APLS, we get the upper bound in item 3 .

We now prove the upper bound in item 4. For $\lambda \in \mathcal{F}^{d}$, let $g_{\lambda}$ be such that $g_{\lambda}^{-1}(1)=L_{\lambda}:=\{a \in$ $\left.\mathcal{F}^{n} \mid a_{i}=\lambda_{i}, i \in[d]\right\}$. Let $C$ be the class that contains the 1 function (which is in 0-APAS) and all $g_{\lambda}$. Obviously, $C \subseteq(\leq d)$-APAS. Therefore, by Lemma 18, an upper bound for $\operatorname{IF}(C)$ gives an upper bound for $\operatorname{IF}((\leq d)$-APAS $)$.

Consider a function that satisfies $\operatorname{dist}(f, C)=\operatorname{IF}(C)$. For $\lambda \in \mathcal{F}^{d}$, Let $M_{\lambda}=L_{\lambda} \cap f^{-1}(1)$. Suppose there are $\lambda^{(1)} \neq \lambda^{(2)}$ such that $m:=\left|M_{\lambda^{(1)}}\right|-\left|M_{\lambda^{(2)}}\right| \geq 2$. We now define the following function $f_{0}$. Take any $\lceil m / 2\rceil$ elements $B_{1}$ from $M_{\lambda^{(1)}}$ and $\lceil m / 2\rceil$ elements $B_{2}$ from $L_{\lambda^{(2)}} \backslash M_{\lambda^{(2)}}$.

Define $f_{0}$ to be equal to $f$ on all $L_{\lambda}$ where $\lambda \neq \lambda^{(1)}, \lambda^{(2)}$. Then $f_{0}$ is 1 on $M_{\lambda^{(1)}} \backslash B_{1}$ and $M_{\lambda^{(2)}} \cup B_{2}$ and is 0 on $\left(L_{\lambda^{(1)}} \backslash M_{\lambda^{(1)}}\right) \cup B_{1}$ and $L_{\lambda^{(2)}} \backslash\left(M_{\lambda^{(2)}} \cup B_{2}\right)$. It is easy to see that $\operatorname{dist}\left(f_{0}, C\right) \geq \operatorname{dist}(f, C)=$ $\operatorname{IF}(C)$ and, therefore, $\operatorname{dist}\left(f_{0}, C\right)=\operatorname{IF}(C)$. In addition, $f_{0}$ satisfies the property that for $M_{\lambda}^{\prime}=$ $L_{\lambda} \cap f_{0}^{-1}(1)$, we have $m^{\prime}:=\left|\left|M_{\lambda^{(1)}}^{\prime}\right|-\left|M_{\lambda^{(2)}}^{\prime}\right| \leq 1\right.$. Therefore, we may assume that w.l.o.g, for any $\lambda,\left|M_{\lambda}\right|-\left|M_{0^{d}}\right| \in\{0,1\}$. If $\operatorname{IF}(C)>1 / 2+4 / q^{n-d}$, then ${ }^{[26}$

$$
\frac{1}{2}+\frac{4}{q^{n-d}}<\operatorname{dist}(f, C) \leq \operatorname{dist}(f, 1)=\sum_{\lambda} \operatorname{Pr}\left[L_{\lambda} \backslash M_{\lambda}\right]=\sum_{\lambda}\left(\frac{1}{q^{d}}-\operatorname{Pr}\left[M_{\lambda}\right]\right) \leq 1-q^{d} \operatorname{Pr}\left[M_{0^{d}}\right] .
$$

Therefore, $\operatorname{Pr}\left[M_{0^{d}}\right]<1 /\left(2 q^{d}\right)-4 / q^{n}$, and for every $\lambda$,

$$
\operatorname{Pr}\left[M_{\lambda}\right] \leq \operatorname{Pr}\left[M_{0^{d}}\right]+\frac{1}{q^{n}}<\frac{1}{2 q^{d}}-\frac{3}{q^{n}} .
$$

Now

$$
\begin{aligned}
\frac{1}{2}+\frac{4}{q^{n-d}} & <\operatorname{dist}(f, C) \leq \operatorname{dist}\left(f, g_{0^{d}}\right)=\frac{1}{q^{d}}-\operatorname{Pr}\left[M_{0^{n}}\right]+\sum_{\lambda \neq 0^{d}} \operatorname{Pr}\left[M_{\lambda}\right] \\
& =\frac{1}{q^{d}}+\operatorname{Pr}\left[M_{1^{d}}\right]-\operatorname{Pr}\left[M_{0^{d}}\right]+\sum_{\lambda \neq 0^{d}, 1^{d}} \operatorname{Pr}\left[M_{\lambda}\right] \\
& \leq \frac{1}{q^{d}}+\frac{1}{q^{n}}+\sum_{\lambda \neq 0^{d}, 1^{d}} \operatorname{Pr}\left[M_{\lambda}\right]<\frac{1}{q^{d}}+\frac{1}{q^{n}}+\frac{q^{d}-2}{2 q^{d}}-\frac{3\left(q^{d}-2\right)}{q^{n}}<\frac{1}{2}
\end{aligned}
$$

A contradiction. Therefore $\operatorname{IF}(C) \leq 1 / 2+o_{n}(1)$.
We now prove 546 . For $C=d$-LS, $d$-APLS, $d$-AS, and $d$-APAS, By Lemma $15, \operatorname{dist}(C, 0-\mathbf{L S})=$ $1-q^{-d}$. Therefore, $\operatorname{IF}(C) \geq 1-q^{-d}$.

For $C=d$-LS and $d$-APLS, let $f \in B(\mathcal{F})$. We have two cases: If $\operatorname{Pr}[f=1] \leq 1-2 q^{-d}$, then for any $g \in C, \operatorname{Pr}[f \neq g] \leq \operatorname{Pr}[f=1]+\operatorname{Pr}[g=1] \leq 1-q^{-d}$. The second case is when $\operatorname{Pr}[f=1]>1-2 q^{-d}$. Consider the following functions $g_{i} \in d$-APLS that satisfies $g_{i}^{-1}(1)=\{a \in$ $\left.\mathcal{F}^{n} \mid a_{(i-1) d+1}=\cdots=a_{i d}=0\right\}$, for $i \in[m]$ and $m=q^{d / 2}$. By the inclusion-exclusion principle,

$$
\operatorname{Pr}\left[\cup_{i=1}^{m} g_{i}^{-1}(1)\right]=\sum_{i=1}^{m}(-1)^{i+1} \frac{\binom{m}{i}}{q^{i d}}=\frac{m}{q^{d}}-\Theta\left(\frac{m^{2}}{q^{2 d}}\right) .
$$

Then

$$
\operatorname{Pr}\left[f^{-1}(1) \cap \cup_{i=1}^{m} g_{i}^{-1}(1)\right] \geq \operatorname{Pr}\left[f^{-1}(1)\right]+\operatorname{Pr}\left[\cup_{i=1}^{m} g_{i}^{-1}(1)\right]-1=\frac{m-2}{q^{d}}-\Theta\left(\frac{m^{2}}{q^{2 d}}\right) .
$$

Now since

$$
\operatorname{Pr}\left[f^{-1}(1) \cap \cup_{i=1}^{m} g_{i}^{-1}(1)\right]=\operatorname{Pr}\left[\cup_{i=1}^{m}\left(f^{-1}(1) \cap g_{i}^{-1}(1)\right)\right] \leq \sum_{i=1}^{m} \operatorname{Pr}\left[\left(f^{-1}(1) \cap g_{i}^{-1}(1)\right)\right]
$$

there is $i_{0} \in[m]$ such that

$$
\operatorname{Pr}\left[\left(f^{-1}(1) \cap g_{i_{0}}^{-1}(1)\right)\right] \geq \frac{m-2}{m q^{d}}-\Theta\left(\frac{m}{q^{2 d}}\right)=\frac{1}{q^{d}}-\Theta\left(\frac{1}{m q^{d}}+\frac{m}{q^{2 d}}\right)=\frac{1}{q^{d}}-\Theta\left(\frac{1}{q^{3 d / 2}}\right) .
$$

[^14]Then

$$
\operatorname{Pr}\left[f \neq g_{i_{0}}\right] \leq 1-\mathbf{P r}\left[\left(f^{-1}(1) \cap g_{i_{0}}^{-1}(1)\right)\right] \leq 1-\frac{1}{q^{d}}+\Theta\left(\frac{1}{q^{3 d / 2}}\right)
$$

Therefore $\operatorname{IF}(d$-APLS $) \leq 1-q^{-d}+\Theta\left(q^{-3 d / 2}\right)$.
For $C=d$-AS and $d$-APAS, let $f \in B(\mathcal{F})$. For $\lambda \in \mathcal{F}^{d}$ let $g_{\lambda}^{-1}(1)=\left\{a \in \mathcal{F}^{n} \mid a_{1}=\lambda_{1}, \ldots, a_{d}=\right.$ $\left.\lambda_{d}\right\}$. Since $\left\{g_{\lambda}^{-1}(1)\right\}_{\lambda}$ is a partition of $\mathcal{F}^{n}$, we have $\operatorname{Pr}[f=1]=\sum_{\lambda \in \mathcal{F}^{d}} \sum\left[f=g_{\lambda}\right]$. Therefore, there is $\lambda_{0}$ such that $\operatorname{Pr}\left[f=g_{\lambda_{0}}\right]=\operatorname{Pr}[f=1] / q^{d}$. Then $\operatorname{Pr}\left[f \neq g_{\lambda_{0}}\right]=1-\operatorname{Pr}[f=1] / q^{d}$. Now, if $\operatorname{Pr}[f=1] \leq 1-2 q^{-d}+q^{-2 d}$, then $\operatorname{Pr}\left[f \neq g_{\lambda_{0}}\right] \leq \operatorname{Pr}[f=1]+\mathbf{P r}\left[g_{\lambda_{0}}=1\right] \leq 1-q^{-d}+q^{-2 d}$. Otherwise,

$$
\operatorname{Pr}\left[f \neq g_{\lambda_{0}}\right]=1-\frac{\operatorname{Pr}[f=1]}{q^{d}}<1-\frac{1-2 q^{-d}+q^{-2 d}}{q^{d}}=1-\frac{1}{q^{d}}+\Theta\left(q^{-2 d}\right)
$$

Therefore, $\operatorname{IF}(d$-APAS $) \leq 1-q^{-d}+\Theta\left(q^{-2 d}\right)$.
Now we show
Theorem 27. We have

1. There are one-sided testers for APLS, LS, APAS, $(\leq d)-\mathbf{A S}(\leq d)$-APLS, $(\leq d)-\mathbf{L S}$, $(\leq d)$-APAS and $(\leq d)$-AS with proximity parameter $\epsilon>1 / 2$ that make no queries.
2. There are one-sided testers for $d-\mathbf{A P L S}$ and $d-\mathbf{L S}$ with proximity parameter $\epsilon>1-q^{-d}+$ $\Theta\left(q^{-3 d / 2}\right)$ that make no queries.
3. There are one-sided testers for $d$-APAS and $d$-AS with proximity parameter $\epsilon>1-q^{-d}+$ $\Theta\left(q^{-2 d}\right)$ that make no queries.

In particular,
Corollary 28. We have

1. There are one-sided testers for Monomial, Term, $(\leq d)$-Monomial, and $(\leq d)$-Term with proximity parameter $\epsilon>1 / 2$ that make no queries.
2. There are one-sided testers for $d$-Monomial with proximity parameter $\epsilon>1-2^{-d}+\Theta\left(2^{-3 d / 2}\right)$ that make no queries.
3. There are one-sided testers for $d$-Term and d-AS with proximity parameter $\epsilon>1-2^{-d}+$ $\Theta\left(2^{-2 d}\right)$ that make no queries.

Proof. The result follows from Lemma 19 and Theorem 26 .
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## Appendix: Testing Monomial and Term with Self-Corrector

## Test-( $\leq d$ )-Monomial $(f, \epsilon)$

Input: Oracle that accesses a Boolean function $f: \mathcal{F}_{2}^{n} \rightarrow \mathcal{F}_{2}$.
Output: Either "Accept" or "Reject".

1. If $\mathbf{A K K L R}-\operatorname{Test}\left(f, \min \left(\epsilon, 2^{-d-3}\right)\right)$ rejects then Reject.
2. Choose $m=O\left(2^{2 d} \log d\right)$ uniformly at random $Z=\left\{z^{(1)}, \ldots, z^{(m)}\right\}$.
3. Choose $t=2^{d+1} \log (100 d), P:=\left\{y^{(1)}, \ldots, y^{(t)}\right\} \subset Z$ such that $P \subseteq f^{-1}(1)$.
4. If no such $P$ exists, then Accept.
5. Let $y=Y\left(y^{(1)}, \ldots, y^{(t)}\right)$.
6. Choose $m=2^{d+1} \log (100)$ uniformly at random $x^{(1)}, \ldots, x^{(m)} \in \mathcal{F}_{2}^{n}$
7. Use self-corrector to compute $z_{i}=g(y)\left(x^{(i)}\right), i \in[m]$.

Here $g$ is the degree- $d$ polynomial that is close to $f$.
8. If $z_{i}=1$ for all $i \in[m]$, then Accept else Reject.

Figure 8: A Tester for $(\leq d)$-Monomial.
In this appendix, we prove.
Theorem 29. There is a one-sided $\epsilon$-tester for $(\leq d)$-Monomial that makes $O\left(1 / \epsilon+d 2^{2 d}\right)$ queries.
The following is the self-corrector.
Lemma 20. (Self-corrector [2]) Let $f: \mathcal{F}_{2}^{n} \rightarrow \mathcal{F}_{2}$ be a Boolean function that is $\epsilon$-close to a polynomial $g$ of degree $d$. Let $A=\mathcal{F}_{2}^{d+1} \backslash\left\{0^{d+1}, 10^{d}\right\}$. Then

$$
\operatorname{Pr}_{y^{(0)}, y^{(1)}, \ldots, y^{(d)} \in \mathcal{F}_{2}^{n}}\left[g(0)=\sum_{\lambda \in A \cup\left\{10^{d}\right\}} f\left(\sum_{i=0}^{d} \lambda_{i+1} y^{(i)}\right)\right] \geq 1-\epsilon\left(2^{d+1}-1\right),
$$

and for every $x \in \mathcal{F}_{2}^{n}$,

$$
\operatorname{Pr}_{y^{(1)}, \ldots, y^{(d)} \in \mathcal{F}_{2}^{n}}\left[g(x)+g(0)=\sum_{\lambda \in A} f\left(\lambda_{1} x+\sum_{i=1}^{d} \lambda_{i+1} y^{(i)}\right)\right] \geq 1-\epsilon\left(2^{d+1}-2\right) .
$$

For $y^{(1)}, \ldots, y^{(t)} \in \mathcal{F}_{2}^{n}$, we define the random variable $Y\left(y^{(1)}, \ldots, y^{(t)}\right) \in \mathcal{F}_{2}^{n}$ to be $y=$ $\left(y_{1}, \ldots, y_{n}\right)$ where $y_{i}=1$ if $(\forall j \in[t]) y_{i}^{(j)}=1$ and ${ }^{27} y_{i}=x_{i}$, otherwise. Notice that, for a function $g: \mathcal{F}_{2}^{n} \rightarrow \mathcal{F}_{2}$, we have $g(y)=g\left(Y\left(y^{(1)}, \ldots, y^{(t)}\right)\right): \mathcal{F}_{2}^{n} \rightarrow \mathcal{F}_{2}$.

We now prove
Lemma 21. Let $g: \mathcal{F}_{2}^{n} \rightarrow \mathcal{F}_{2}$ be a polynomial of degree $d$. Let $t=2^{d+1} \log (d / \delta)$. If $g$ is a monomial, then

$$
\operatorname{Pr}_{y^{(1)}, \ldots, y^{(t)}, Y}\left[g\left(Y\left(y^{(1)}, \ldots, y^{(t)}\right)\right) \equiv 1 \mid g\left(y^{(1)}\right)=\cdots=g\left(y^{(t)}\right)=1\right]=1 .
$$

[^15]If $g$ is not a monomial, then

$$
\operatorname{Pr}_{y^{(1)}, \ldots, y^{(t)}, Y}\left[g\left(Y\left(y^{(1)}, \ldots, y^{(t)}\right)\right) \equiv 1 \mid g\left(y^{(1)}\right)=\cdots=g\left(y^{(t)}\right)=1\right] \leq \delta
$$

Proof. Let $y=Y\left(y^{(1)}, \ldots, y^{(t)}\right)$. Suppose $g=x_{i_{1}} \cdots x_{i_{k}}$ is a monomial. Since for all $j \in[t]$, $g\left(y^{(j)}\right)=1$ we have that for all $j \in[t]$ and all $\ell \in[k], y_{i_{\ell}}^{(j)}=1$. Therefore, for all $\ell \in[k], y_{i_{\ell}}=1$. Thus $g(y)=1$.

If $g$ is not a monomial, then $g=M h$, where $M$ is a monomial and $h \not \equiv 1$ is a polynomial of degree $\operatorname{deg}(g)-\operatorname{deg}(M)$ that is independent of the variables in $M$ and satisfies $h_{\mid x_{i} \leftarrow 0} \not \equiv 0$ for every $i \in[n]$. Suppose, wlog, $M=x_{1} x_{2} \cdots x_{k}$. Then $h$ is of degree $d-k$ and is independent of $x_{1}, \ldots, x_{k}$. Let wlog, $M^{\prime}=x_{k+1} \cdots x_{d}$ be one of the monomials of $h$. Then for any $i \in[k+1, d]$, we have ${ }^{28}$

$$
\begin{aligned}
\operatorname{Pr}\left[x_{i}=0 \mid g(x)=1\right] & =\frac{\operatorname{Pr}\left[x_{i}=0, h(x)=1, M(x)=1\right]}{\operatorname{Pr}[h(x)=1, M(x)=1]} \\
& =\frac{\operatorname{Pr}\left[x_{i}=0, h(x)=1\right] \cdot \operatorname{Pr}[M(x)=1]}{\operatorname{Pr}[h(x)=1, M(x)=1]} \\
& \geq \operatorname{Pr}\left[x_{i}=0, h(x)=1\right] \\
& =\frac{1}{2} \operatorname{Pr}\left[h_{\mid x_{i} \leftarrow 0}(x)=1\right] \geq \frac{1}{2^{d+1}} .
\end{aligned}
$$

Now for any $i \in[k+1, d]$

$$
\operatorname{Pr}_{y^{(1)}, \ldots, y^{(t)}}\left[(\forall j \in[t]) y_{i}^{(j)}=1 \mid g\left(y^{(1)}\right)=\cdots=g\left(y^{(t)}\right)=1\right] \leq\left(1-\frac{1}{2^{d+1}}\right)^{t}
$$

and

$$
\operatorname{Pr}_{y^{(1)}, \ldots, y^{(t)}}\left[(\exists i \in[k+1, d])(\forall j \in[t]) y_{i}^{(j)}=1 \mid g\left(y^{(1)}\right)=\cdots=g\left(y^{(t)}\right)=1\right] \leq d\left(1-\frac{1}{2^{d+1}}\right)^{t} \leq \delta .
$$

So now, with probability at least $1-\delta,(\forall i \in[k+1, d])(\exists j \in[t]) y_{i}^{(j)}=0$. Then, for $y=$ $Y\left(y^{(1)}, \ldots, y^{(t)}\right), y_{i}=1$ for all $i \in[k]$ and $y_{i}=x_{i}$ for all $i=[k+1, d]$. Therefore, $g(y)=$ $h(y) \not \equiv 1$.

We are now ready to prove Theorem 29. Consider the tester Test-( $\leq d)$-Monomial in Figure 8 . In the first step, the tester runs the one-sided tester of Alon et al. [1, AKKLR-Test, that tests if the function $f$ is $\min \left(\epsilon, 2^{-d-3}\right.$ )-close to a polynomial (over $\mathcal{F}_{2}$ ) of degree at most $d$. If $f$ is $(\leq d)$ Monomial, then AKKLR-Test accepts. If $f$ is $\min \left(\epsilon, 2^{-d-3}\right)$-far from any polynomial of degree at most $d$, then, with probability at least $2 / 3$, it rejects. So, after step 1 , we may assume that $f$ is $\min \left(\epsilon, 2^{-d-3}\right.$ )-close to $g$ where $g$ is a polynomial (over $\mathcal{F}_{2}$ ) of degree at most $d$. In particular,

$$
\operatorname{Pr}[f=1] \geq \mathbf{P r}[g=1]-\operatorname{Pr}[g \neq f] \geq 2^{-d}-\min \left(\epsilon, 2^{-d-3}\right) \geq 2^{-d-1}
$$

The query complexity of AKKLR-Test is $O\left(1 / \epsilon+d 2^{2 d}\right)$.
In steps 244, if $f$ is $\epsilon$-far from $(\leq d)$-Monomial, then since $\operatorname{Pr}[f=1] \geq 2^{-d-1}$, with high probability, the tester succeeds in finding such $P \subseteq f^{-1}(1)$. The query complexity in steps 244 is $O\left(2^{2 d} \log d\right)$.

[^16]Let $y=Y\left(y^{(1)}, \ldots, y^{(t)}\right)$. Notice that $g(y)$ is a function $g(y): \mathcal{F}_{2}^{n} \rightarrow \mathcal{F}_{2}$ and a polynomial of degree at most $d$. By Lemma 21, if $f$ is a monomial, then $g=f$ and

$$
\operatorname{Pr}_{y^{(1)}, \ldots, y^{(t)}, Y}[g(y) \equiv 1]=1 .
$$

If $f$ is $\epsilon$-far from monomial (and $\min \left(\epsilon, 2^{-d-3}\right.$ )-close to a polynomial (over $\mathcal{F}_{2}$ ) of degree at most $d)$, then $g$ is not a monomial and therefore

$$
\mathbf{P r}_{y^{(1)}, \ldots, y^{(t)}, Y}[g(y) \equiv 1] \leq \delta
$$

Now steps $6 \sqrt{6}$ test if $g$ is the constant one function. Since we only have access to a black box to $f$, the tester uses self-corrector to query $g$. This is possible by Lemma 20. If $g \equiv 1$, the self-corrector always returns $z_{i}=1$, and the tester accepts. If $g \not \equiv 1$, then, since $g$ is a polynomial of degree at most $d, \operatorname{Pr}_{x}[g(x)=0] \geq 1 / 2^{d}$, and therefore, with high probability, one of the $x^{(i)}$ satisfies $g(y)\left(x^{(i)}\right)=0$. Steps $6 / 8$ make $O\left(2^{2 d}\right)$ queries. This completes the proof of the Theorem.


[^0]:    ${ }^{1}$ See the definitions of the classes in the introduction and many other results in Tables 1 and 2 .
    ${ }^{2}$ In the literature, this class is defined as conjunction of $d$ (non-negated) variables. Testability of $f$ for this class is equivalent to testability of $f\left(x+1^{n}\right)$ of $d$-Monomial as defined in this paper. The same applies to the classes $(\leq d)$-Monomial and Monomial.

[^1]:    ${ }^{3}$ A literal is a variable or its negation.
    ${ }^{4}$ They also gave a tester for $(\leq d)$ - $\mathbf{A S} \cup\{z(x)\}$ and $(\leq d)$ - $\mathbf{A P A S} \cup\{z(x)\}$ with the same query complexity where $z(x)$ is the zero function.
    ${ }^{5}$ Goldreich and Ron algorithm and our algorithm run in time linear in the number of queries
    ${ }^{6} d$ is known to the tester.
    ${ }^{7}$ The generator matrix of a linear subspace $L \subseteq \mathcal{F}^{n}$, is a matrix with a minimum number of rows where the span of its rows is $L$.

[^2]:    ${ }^{8}$ It is easy to show that if $f_{d}(x)=f(x M)$ is $\epsilon$-close to $d^{*}$ - $\mathbf{L S}$ if and only if $f(x)$ is $\epsilon$-close to $d^{*}$ - $\mathbf{L S}$.
    ${ }^{9}$ If $d=D$, then by property $P_{1}(d)$, it follows that $f$ is $\epsilon$-close to the zero function.
    ${ }^{10}$ If in every iteration $f_{d}$ is not $\epsilon$-far from $P_{1}(d)$ and $P_{3}(d)$, then it gets to iteration $D$, and therefore $f$ is $\epsilon$-close to LS. A contradiction.

[^3]:    ${ }^{11}$ If $f$ is $\epsilon$-far from AS, then it is $\epsilon$-far from the function $h(x)$ that satisfies $h^{-1}(1)=\left\{0^{n}\right\}$. Therefore, whp, some point $a$ satisfies $f(a)=1$. This is not true for $(\leq d)$-AS because $h \notin(\leq d)$-AS.
    ${ }^{12}$ if $|\mathcal{F}|^{d} \epsilon>2$, the tester accepts. This is because any function in $d$ - $\mathbf{R}$ is $|\mathcal{F}|^{n-d} /|\mathcal{F}|^{n} \leq 1 /|\mathcal{F}|^{d} \leq \epsilon / 2$ close to any function in $d-\mathbf{F}$. Therefore, if $f$ is $\epsilon / 2$-close to $d-\mathbf{R}$, and $|\mathcal{F}|^{d} \epsilon>2$ then it is $\epsilon$-close to $d$ - $\mathbf{F}$.

[^4]:    ${ }^{13}$ This is true since $\operatorname{Pr}[f \neq 0] \geq \operatorname{Pr}[f \neq h]-\operatorname{Pr}[h \neq 0] \geq \epsilon-1 /|\mathcal{F}|^{n}$. Now we may assume that $\epsilon \geq 2 /|\mathcal{F}|^{n}$ because, otherwise, we can query $f$ in all the points using $O\left(|\mathcal{F}|^{n}\right)=O(1 / \epsilon)$ queries.

[^5]:    ${ }^{14} \mathrm{By} f(a, b)$, we mean the following: If $a=\left(a_{1}, \ldots, a_{n-d}\right)$ and $b=\left(b_{1}, \ldots, b_{d}\right)$, then $f(a, b)=$ $f\left(a_{1}, \ldots, a_{n-d}, b_{1}, \ldots, b_{d}\right)$.

[^6]:    ${ }^{15}$ This follows from the fact that if $a \in L_{k}$, then $f\left(a, \phi_{k}(a)\right)=1$, otherwise no $b$ satisfies $f(a, b)=1$.

[^7]:    ${ }^{16}$ If $v \in L_{k}$ then $\left(v, \phi_{k}(v)\right) \in f_{k}^{-1}(1)$ and $f_{k}\left(v, \phi_{k}(v)\right)=1$ which implies $R_{f_{k}}(v) \neq \perp$. A contradiction.

[^8]:    ${ }^{17}$ We are using the facts that for any two events $W$ and $V, \operatorname{Pr}[U] \leq \operatorname{Pr}[U \mid V]+\operatorname{Pr}[\neg V]$ and $\operatorname{Pr}[U \mid V] \leq \operatorname{Pr}[U]+$ $\operatorname{Pr}[\neg V]$.

[^9]:    ${ }^{18}$ If $\operatorname{Pr}[f=1]=\epsilon^{\prime} \geq \epsilon / 2$, then the probability that at every iteration of the "For" loop, the tester finds three points $x, y, z \in U$ such that $f(x)=f(y)=f(z)=1$ is $\left(1-\left(1-\epsilon^{\prime}\right)^{c / \epsilon}-\binom{c / \epsilon}{1} \epsilon^{\prime}\left(1-\epsilon^{\prime}\right)^{c / \epsilon-1}-\binom{c / \epsilon}{2} \epsilon^{\prime 2}\left(1-\epsilon^{\prime}\right)^{c / \epsilon-2}\right)^{30}$. This is greater than $99 / 100$ for a large enough constant $c$.

[^10]:    ${ }^{19}$ Just choose a seed that accepts $h$ and use it for the algorithm $T$.
    ${ }^{20}$ For $f \in C$ and access to a black-box to $f$, the algorithm returns a function equivalent to $f$.

[^11]:    ${ }^{21}$ Also called covering arrays.
    ${ }^{22}$ The lower bound follows from combining the lower bound in [9] for $d=2$ with the lower bound in [17] or [23].

[^12]:    ${ }^{23}$ For a random uniform $g \in d^{\prime}-\mathbf{A P L S}$, we have $\mathbf{E}_{s}\left[\mathbf{E}_{g}[T(g)]\right]=\mathbf{E}_{g}[\mathbf{E} s[T(g)]] \geq 2 / 3$ where $s$ is the random seed of $T$. Then there is $s_{0}$ such that $\mathbf{E}_{g}[T(g)] \geq 2 / 3$.
    ${ }^{24}$ Here, we assume that $d \ll n$. For large $d$, we can replace step 4 in the learning algorithm that makes at most $d$ queries with the algorithm in [24 that makes $d^{\prime} \log \left(d / d^{\prime}\right)-O\left(d^{\prime}\right)$ queries. This changes $\log |C|-d$ to $\log |C|-d^{\prime} \log \left(d / d^{\prime}\right)-O\left(d^{\prime}\right)$, and we get the lower bound for any $d$.

[^13]:    ${ }^{25}$ Notice that for $d=0,0-\mathbf{L S}=(\leq 0)-\mathbf{L S}$. See the results for $(\leq 0)-\mathbf{L S}$ in the Table.

[^14]:    ${ }^{26}$ Here $\operatorname{Pr}[A]=\mathbf{P r}_{x}[x \in A]$ where $x$ is random uniform in $\mathcal{F}^{n}$.

[^15]:    ${ }^{27}$ The variable $x_{i}$.

[^16]:    ${ }^{28}$ It is well known that for any non-zero polynomial $g$ of degree $d$ over $\mathcal{F}_{2}$, we have $\operatorname{Pr}[g=1] \geq 2^{-d}$.

